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Abstract – Higher levels of the JDL model call for prediction of future development and awareness of the development of a situation. Since the situations handled by Command and Control systems develop by actions performed by opposing agents, pure probabilistic or evidential techniques are not quite sufficient tools for prediction. Game theoretic tools can give an improved appreciation of the real uncertainty in this prediction task, and also be a tool in the planning process. We review recent developments in game theory and apply them in a decision support tool for Command and Control situation awareness enhancements.

Keywords: Bayesian Network, Influence Diagram, Game Theory, Bayesian Game, Command and Control, Situation Awareness

1 Introduction

The military domain is one of the purest possible game arenas, and history is full of examples of how mistakes in handling uncertainty about the opponent has had large consequences. For an entertaining selection, see, e.g., [1]. Commanders on each side have resources at their disposal, and want to use them to achieve their, mostly opposing, goals. In the NCW era, they are aided by vast amounts of information about the opponent from sensors and historic data bases, and the status of their own resources from their own IT infrastructure. In recently proposed infrastructures for Command and Control (C2)[2], decision support tools play a prominent role. These tools seldom include game-theoretic tools. Gaming is a prominent feature of military training, however, and the regulated decision processes often assign the roles of red and blue players to staff officers in manual planning activities[3]. Gaming is thus a conceptual part of the planning process in many organizations. It must be emphasized, however, that there are significant differences between practice and theory in application of such regulations. It has been shown in studies that the Swedish defense organization practices a more naturalistic decision-making process than the recommended one[4]. A pure naturalistic planning process relies more on unobservable mental capabilities of decision-makers than rational analyses of alternative moves and their utilities[5]. The most common way to deal with uncertainty is however to make an assumption – and to forget that it was made.

These observations have been the starting point for introducing a less complex planning model – PUT (Planning Under Time-pressure). PUT is based on analyses of a few opponent alternatives and incremental improvement of ones own plans. It thus has potential for use of gaming tools, provided they are realized in a way that supports subjective improvement of decision situations and decision quality.

Information fusion aims at providing situation awareness at different levels for a commander. The well accepted JDL model[6, 7] proposes four fusion levels where the third level consists of higher level prediction of possible future problems and possibilities. We believe that the problem of predicting the future in a C2 context come in two variations that differ in complexity and dependencies. First, influence diagrams is an appropriate modeling technique when it comes to modeling everything that is not dependent on our own actions, meaning for example doctrine, terrain, etc. Efforts in this direction have been proposed, see for example [8] that discusses doctrine modeling using dynamic Bayesian networks[9]. Second, the problem of predicting decisions is also a game-theoretic problem. We outline a schematic model using influence diagrams to obtain parameters for a description of the situation in the form of a Bayesian game. This game is then solved with a tree look-ahead method. The result from the game is a description of equilibrium strategies for participants that can be incorporated in the influence diagram to form a Bayesian network (BN) description of the situation and its development.

We review some military applications of gaming and simulation in section 2 and describe our use of influence diagrams in section 3. Section 4 introduces the proposed game component and section 5 gives a short background on game theory. Section 6 contains an outline for the game component representation. Section 7 discusses solutions and addresses the problem of obtaining these solutions in a computationally feasible manner. In section 8 we illustrate the use of Bayesian game-theoretic reasoning for operations planning by transforming a decision situation into a Bayesian game that we solve. Section 9 discusses related work and section 10 is devoted to conclusions and discussion regarding future research.

2 Gaming in Command and Control

Among tools proposed to support the gaming perspective can be mentioned microworlds[10, 11], which are computer tools where several operators train together, and computer-intensive sensitivity analyses of simple models[12]. There
are also large numbers of full and small scale simulation systems used to assess effectiveness of new types of equipment and ways to use them, with [13] being an interesting prototype system being built specifically for the information fusion context. These microworld and simulation systems are used for off-line analyses to define recommended strategies in conceivably relevant situations. Recently, it has become possible to build Bayesian networks to identify the opponent’s course of action (COA) from information fusion data using the plan recognition paradigm, which was extended from a single agent context to that of a composite opponent consisting of a hierarchy of partly autonomous units[8]. The conditions for this recognition to work is that the goals and rules of engagement of the opponent are known, and that he has a limited set of COAs to choose from given by the doctrines and rules he adheres to. The opponents COA can then be deduced reasonably reliably from fused sensor information, such as movements of the participating vehicles. The gaming component has thus been compiled out of the plan recognition problem. When the goals and resources are not known, these can be modeled as stochastic variables in a BN. However, this is not a strictly correct approach, since the opponents choice of COA should depend, in an intertwined gaming sense, on what he thinks about our resources, rules of engagement and goals. The situation is thus a classical Bayesian game, and should be resolved using game algorithms.

3 Influence Diagrams for the Representation of Situation Awareness

We address the problem of providing decision support for higher level C2. The areas of information fusion and decision support are closely connected. Solution concepts for future C2 decision-making should therefore be considered to be a joint effort with solutions emerging from both of these areas.

One goal of artificial intelligence (AI)[14] has been to create expert systems, i.e., systems that can, provided the appropriate domain knowledge, match the performance of human experts. Such systems do not yet exist, other than in highly specific domains, but AI research has meant that researchers from widely differing fields have come together in order to solve questions regarding knowledge representation, decision-making, autonomous planning, etc. These results provide a good ground for the construction of C2 decision support systems. During the last decade, the intelligent agent perspective has lead to a view of AI as a system of agents embedded in real environments with continuous sensory inputs. We believe that this is a viable way to reason about C2 decision-making and we adopt the agent perspective throughout this paper.

Agents make decisions based on modeling principles for uncertainty and usefulness in order to achieve the best expected outcome. The assumption that an agent always tries to do its best, is captured in the concept of rationality. The combination of probability theory, utility theory and rationality constitutes the basis for decision theory.

The basic elements that we use for reasoning about uncertainty are random variables. General joint distributions of more than a handful such variables are impossible to handle efficiently, and the way to model distributions as Bayesian networks has become a key tool in many modeling tasks.

A BN offers an alternative representation of a probability distribution with a directed acyclic graph where nodes correspond to the random variables and edges correspond to the causal relationships between the variables. Calculating the probability of a certain assignment in the full joint probability distribution using a BN means calculating products of probabilities of single variables and conditional probabilities of variables conditioned only on their parents in the graph. The BN representation is often exponentially smaller[14] than the full joint probability distribution table and many inference systems use BNs to represent probabilistic information. Another advantage with the BN representation is that it facilitates the definition of relevant distributions from causal links that are intuitively understandable and, in the case of a dynamic BN, develop with time. Successful(?) uses of these networks include the implementation of the “intelligent paper clip” we struggle with in our everyday use of the Office Assistant in Microsoft Office[15].

An influence diagram is a natural extension to a BN incorporating decision and utility nodes in addition to chance nodes, and represent decision problems for a single agent. Decision nodes represent points where the decision-maker has to choose a particular action. Utility nodes represent terminal nodes where the usefulness for the decision-maker is calculated. These diagrams can be evaluated bottom up by dynamic programming to obtain a sequence of maximum utility decisions.

When designing decision-theoretic systems to be used for C2 decision-making, complex situations arise where one wants to represent knowledge, causality, and uncertainty at the same time as one wants to reason about the situation simulating different COAs in order to see the expected usefulness of the proposed move. We believe the influence diagram is the right choice for both representation and evaluation and propose a simplified schematic generic diagram in Fig. 1 for the C2 process. C is a discrete random variable representing the consequence of the decisions $D_1, \ldots, D_n$. $D_1$ represents our own decision and $D_2, \ldots, D_n$ represent the decisions of the other agents. $G_1$ is a discrete random variable that represents our own goals. $U_i$ is the utility that we gain after performing decision $D_i$ depending on the consequence $C$ and our own goals $G_i$. $G_i$ and $U_i$ are defined similarly for the other agents where $2 \leq i \leq n$.

The diagram in Fig. 1 is a simplified representation, to be connected to models – encoded as BNs – of terrain, doctrine, etc., that can be implemented as sub-diagrams with causal relationships between different nodes of models. What is important is that the depicted influence diagram, or an extension of this diagram, is indeed the model that should be used.

A problem with the diagram in Fig. 1 is that it does not capture “gaming situations” where one wants to reason about opposing agents that act according to beliefs about ones’ own actions. This is not possible to model in an in-
fluence diagram or BN without additional machinery.

Unfortunately, in higher level C2 we can be certain that large efforts are directed towards predicting the beliefs, desires, and intentions of the adversary – and there will not be a common agreed upon model of the situation and its utilities. This type of uncertainty can be modeled only by representations of Bayesian games or at least imperfect information games.

4 The Game Component

The decision situation that arises in decision node $D_1$ in the influence diagram depicted in Fig. 1 is characterized by its dependency on other actors’ beliefs, desires and intentions. Standard AI tools for solving decision-making problems in complex situations, such as dynamic decision networks and influence diagrams, are not applicable for these kinds of situations, as the decisions are intimately related to the beliefs, desires and intentions of the other agents. Game theory, on the other hand, provides a mathematical framework designed for the analysis of agent interaction under the assumption of rationality where one tries to identify the game equilibria as opposed to traditional utility maximization principles. A game component in multi-agent decision-making thus uses rationality as a tool to predict the behavior of the other agents.

In higher level C2, i.e., threat prediction in a data fusion context, the need of a game component becomes obvious[16]. Circular relationships are not allowed in influence diagrams (or other traditional agent modeling techniques) and therefore we cannot make the agents’ decisions dependent on each other in the diagram in Fig. 1. On lower level C2 this need is not as obvious, because agents choices are to a large extent driven by standard operating procedures obtained by training and developed using off-line game analyses. On this level, like in helicopter dogfights, successful developments of strategies have been obtained with look-ahead in extensive form, i.e., perfect information game trees with zero-sum payoffs as reported in [17].

Decision-making in environments where multiple agents make decisions based on what they think the other agents might do is a difficult problem. Game theory provides a mathematical framework for determining rational behavior for agents when they interact in multi agent environments. The use of game theory for agent design has so far been limited due to lack of understanding and lack of standard implementation methods. We believe, however, that these barriers will be overcome as more research is focused on the use of game theory for agent design. The widely used AI book by Russell and Norvig[14] added a section on game theory just recently which indicates that the ideas are new and still need to be investigated more thoroughly.

One of the earlier mentioned barriers that do exist when using traditional game theory for agent design is that it assumes that a player will definitely play a (Nash) equilibrium strategy. In some applications, such as the management of (own) mobile sensors[18] or the construction of algorithms for efficient network capacity sharing[19], where the game is a designed mechanism, this is for sure true. However, these situations must be considered being a small subset when looking at all the uncertain situations that occur in our everyday life where uncertainty regarding both the other actors and the world as a whole must be accounted for. In this work we aim at solving this problem using the Bayesian game technique, which is described below.

Other problems with game theory for agent design are the lack of methods for combining game theory with traditional agent control strategies[14] and the lack of standard computational techniques for game-theoretic reasoning[20].

In this work we propose the use of a Bayesian game for modeling higher-level agent interaction in an attempt to obtain better situation awareness in a C2 system. As situation awareness is obtained using data fusion techniques we believe that the game component is an integral part in the data fusion and provides information that is needed in the part
of the data fusion that is to be found at level three according to the JDL model[6, 7]. A Bayesian game is a game with incomplete information, that is, at the starting point of the game the players may have private information about the game that the others do not know of. Also, each player expresses its prior belief about the other players as a probability distribution over what private information the other players might possess.

5 Structure of Games and their Representations

Recent developments in game theory and AI have made applications with significant game components feasible. Most of the work does however not address Bayesian games. Many description methods have been developed with algorithmic techniques being able to solve quite large games if they are of the right type. The extensive form of a game is a tree structure, where a non-terminal node can describe a chance move by nature (random draw) or a move possible for one of the participants, and a leaf node represents the end of the game and its payoff after evolving through the path to it. The immediate descendants of a non-leaf represent the alternative outcomes of a chance move (in which case the node is associated with a probability distribution) or the set of actions available for the player in turn at this point. This is adequate for leisure games like chess, a perfect information game, but the chess game tree does not fit into any computer. A deterministic game with full information (like generalized chess or checkers) can be solved if its game tree can be traversed, by bottom-up dynamic programming.

In games with imperfect information, the exact position in the game tree may not be known to players. This is the case in leisure games of cards, where the hand of a player is only available to her. The determination of optimal strategies must use a game tree where the decision is the same for a whole information set, a set of nodes for a player where the information available to her is the same. As an example, at the first bid of a game of contract bridge, each of the possible distributions of the cards not seen by the player is in the same information set. The bottom-up evaluation does not work, because at the lower levels of the game tree the players have information on the hidden information that was communicated by their opponents’ choices of moves (like the initial round of bidding in bridge). This situation is solved by putting the game on strategic form, which means that each combination of moves for all of a players information-equivalent nodes in the tree, and all chance moves, are listed with their payoffs. Solutions can be found with numerical methods, linear programming for zero-sum games and the linear complementarity problem (LCP) for general games[21]. For the former, a unique mixed (randomized) strategy for each player is a non-controversial definition of the games solution. For the latter, the Nash equilibrium is the accepted solution concept[22]. A Nash equilibrium does always (under general assumptions) exist but is less non-controversial since sometimes several equilibria exist, and there are alternative proposals how to find one that is in a tangible way more relevant than the others.

The payoff matrix is typically impossibly large, and games of this type, like standard variants of poker and bridge, have no known optimal solution. In the above games, all players know the exact structure and payoff system of the game. This is adequate for many purposes, but not for our application.

The concept of a Bayesian game is fairly complex. Many different views, and even a few misperceptions, abound in the literature. A Bayesian game, \(I^b\), is defined by

\[
I^b = (N, (C_i)_{i \in N}, (T_i)_{i \in N}, (p_i)_{i \in N}, (u_i)_{i \in N})
\]

where \(N\) is a set of players, \(C_i\) is the set of possible actions for player \(i\), \(T_i\) is the set of player \(i\)'s possible types, \(p_i\) is a probability distribution representing what player \(i\) believes about the other players’ types, and \(u_i\) is a utility function mapping each possible combination of actions and types into the payoff for player \(i\).

This is a flat representation given originally in [23]. It seems as if it only states first-order beliefs of players about each other, but this is not a fair perspective. We want to consider all types of higher-order knowledge, such as what player 1 believes that player 2 believes that player 1 . . . believes. This type of information can indeed be modeled in a standard Bayesian game, under quite general conditions, as shown in a strictly mathematical and non-algorithmic argument in [24]. On the other hand, the amount of information required to perform such modeling can be infinite and thus not extractable from experts and decision-makers. Bayesian games can have infinite type sets even in simple cases like natural analysis of bargaining situations. We will restrict our attention to games with finite type sets and players, since otherwise general solution algorithms do not exist (games with infinite type sets must be analyzed manually to bring a finite solution algorithm).

An important class of Bayesian games is games with consistent beliefs. In this case the players (conditional on his type) beliefs about other players types are all derivable from a global distribution over all players types by conditioning, i.e., \(p_i(t_{-i} | t_i) = p(t_{-i} | t_i)\). Hence, this class is a subclass of imperfect information games.

6 Agent Interaction as a Bayesian Game

In this section we define the proposed game component using notation from [25]. The objective is to specify a game that in our view is suitable for the C2 domain. Our building blocks therefore rest on the following important criteria: 1) that the agents’ decisions are based on their belief regarding the other agents’ prior information, 2) that the game uses existing techniques for efficient computation, and 3) that the game is intended for prediction of the future. We achieve the first criterion by the use of a Bayesian game, the second criterion by using ideas and results introduced in a series of recently published articles regarding computational representation and solution of game-theoretic problems[26, 27], and the third criterion by using a game representation that gives us a property that resembles that of a look-ahead game tree.

The game that we propose is depicted in Fig. 3. It is constructed from the root downwards and solved from the
leaves upwards. Instead of choosing the maximum or minimum utility in each node, as in minimax algorithms in for example chess programs, the algorithm solves a game in mixed strategies at each level, assuming that the child nodes have been solved and have defined probability distributions that are propagated upwards.

6.1 Bayesian Game

The root node is a historical chance node that is used to implement the Bayesian property of the game. A historical chance node differs from an ordinary chance node in that the outcome of this node has already occurred and is partially known to the players when the game model is formulated and analyzed. For each set of possible types, the edges from the root node in our game correspond to the model that is used if the players were of this type. We say that a player \( i \) believes that the other players type profile \( t_{-i} \in T_{-i} \) with subjective probability \( p_i(t_{-i}|t_i) \) given that player \( i \) is of type \( t_i \in T_i \). Here the subscript \(-i\) is a standard notation for a sequence of all players except player \( i \), for example, \( t_{-i} \) is a list of types for all the other players.

For each type profile \( t \in T \), an influence diagram, as in Fig. 2, describes the decision situation using random state variables. The different models differ in properties that cannot be seen in Fig. 2, consisting of other random variables describing for example terrain, doctrine, and belief regarding all kinds of properties that do not rely on other participating agents’ decisions. In the context of our Bayesian C2 game the historical chance node is thus a lottery over the possible models that are represented as influence diagrams.

The Bayesian property of the game might seem trivial at first glance, but the historical chance node at the root of the tree poses a serious concern to us. To establish Nash equilibria for the game the normal representation in strategic form is needed, but the algorithm for the creation of this relies on the players being able to decide their strategies before the game begins, which is not true in a Bayesian game that is represented with a historical chance node. The solution, due to Harsanyi[23], is to reduce the game to Bayesian form and compute its Bayesian equilibria. This can in principle be accomplished by solving an LCP to obtain a mixed strategy for each type of each player. Although in game-theoretic studies, Bayesian games are often defined with infinite type and action spaces, we classify actions discretely after doctrines the players are trained to follow, and if the intuitive type of a player is a continuous variable we discretize it.

6.2 Extensive Imperfect Game with Chance Nodes

At level two, for each node represented by the distinct type profile \( t_{-i} \in T_{-i} \), the node is the start of the model that the type profile \( t_{-i} \in T_{-i} \) gives rise to. To represent this model we use a game on extensive form; that is, a game with players \( N \), actions \((C_i)_{i \in N}\), and utility functions \((u_i)_{i \in N}\). The triangular nodes represent our own decisions and the round nodes are chance nodes where we are uncertain of the actions of the other players.

The (still Bayesian) game relates to the influence diagram in Fig. 1 in that \( N \) represent the \( n \) agents that are about to make decisions \( D_1, \ldots, D_n \), \( C_i \) represent the actions available for agent \( i \) in decision node \( D_i \), and \( u_i \) is the utility that is obtained in the diamond shaped utility node after the outcome in the random variable \( C \) in Fig. 1. The result of the game component will be the conditional probability table for the random variable \( C \).

6.3 Tree Look-Ahead

The depth of the game tree corresponds to inference of agents’ actions that are dependent of each other, i.e., a series of what-if questions such as “what is the usefulness if player \( i \in N \) performs action \( c_i \in C_i \) and players \( N-i \) perform actions \( c_{-i} \in C_{-i} \) which makes player \( i \in N \) respond with action \( c_i \in C_i \)”, etc.

Look-ahead algorithms are typically modeled using a discount factor \( \gamma \in [0, 1] \) that reduces the utility with \( \gamma^d \) where \( d \) is the tree depth. For problems in which the discount factor is not too close to 1 a shallow search is often good enough to give near-optimal decisions[14].

Look-ahead game trees have been used successfully for reasoning in, possibly uncertain, games with perfect information where optimal solutions are obtained with the minimax algorithm. Examples of such games are chess, go, backgammon, and monopoly. In the context of C2 we deal with imperfect information which forces us to solve a more complex game, more similar to poker, since we cannot be sure of exactly where we are in the game tree. Although ordinary minimax algorithms cannot be used in our context it is still likely that the ideas from ordinary game play algorithms, such as the famous alpha-beta pruning, can be
re-used effectively. This is interesting as these ideas rest on almost a century of research and experience[14, 20].

7 Equilibria and Complexity

While modeling and representing a C2 situation is interesting in its own right, a primary concern is the use and interpretation of the model. In game theory the concept of Nash equilibria define game solutions in the form of strategy profiles in which no agent has an incentive to deviate from the specified strategy. Without doubt, defining equilibria is the foremost goal in game theory. Fortunately, this means that we can lean on well-established results in our effort to find equilibria for the C2 situation.

For a Bayesian game, Harsanyi[23] defined the Bayesian equilibrium to be any set of mixed strategies for each type of each player, such that each type of each player would be maximizing his own expected utility given that he knows his own type but does not know the other players’ types. Existence of a Bayesian equilibrium solution in mixed strategies follows from the famous existence theorem for extensive games, which is due to Nash[22].

In a series of articles[26, 27] published during the last decade the sequential form as a replacement for the strategic form has provided a representation suitable for efficient computation of equilibria in an extensive imperfect game with chance nodes. The idea is to keep the game in extensive form and look at the leaves in order to compute equilibria in an extensive imperfect game. The Harsanyi form has provided a representation suitable for efficient computation of equilibria in a bottom-up fashion. As the creation of the matrix for the strategic form requires exponential space the computational complexity is reduced from a $O(n^2)$ to a $O(n)$ complexity.

Existence of a Bayesian equilibrium solution in mixed strategies for each type of each player, such that each type of each player would be maximizing his own expected utility given that he knows his own type but does not know the other players’ types. Existence of a Bayesian equilibrium solution in mixed strategies follows from the famous existence theorem for extensive games, which is due to Nash[22].

In a series of articles[26, 27] published during the last decade the sequential form as a replacement for the strategic form has provided a representation suitable for efficient computation of equilibria in an extensive imperfect game with chance nodes. The idea is to keep the game in extensive form and look at the leaves in order to compute equilibria in a bottom-up fashion. As the creation of the matrix for the strategic form requires exponential space the computational complexity is reduced from a $O(n^2)$ to a $O(n)$ complexity.

8 A Small Example

At a certain point in battle, a blue (male) unit controls an asset (equipment or territory). When a red (female) unit appears on the scene the blue unit knows immediately whether its own forces are inferior or superior. The red unit on the other hand, does not know anything regarding the capabilities of the blue unit. The blue unit has the choice to engage in battle or to remain passive. If he remains passive the red unit will use her sensors to detect whether he is superior or not and if he is inferior she will force him to give up the asset. On the other hand, if the blue unit choose to engage the red unit she will be faced with an opportunity to flee or to engage. If the blue unit is superior and the red unit chooses to engage him, he will both defeat the red unit and keep control of the asset. If the blue unit is inferior and the red unit chooses to engage him he will both lose the battle and the asset. If the red unit flees the blue unit will keep control of the asset whether he is superior or not.

We use the card game of Myerson[25] to illustrate the depicted situation. As indicated in the situation description, we follow the convention that odd-numbered players are male and even-numbered players are female. This is common practice in game theory. At the beginning of the game both players put a dollar (the asset) in the pot. Player 1 (the blue force) looks at a card from a shuffled deck which may be red (he is superior) or black (he is inferior). Player 2 (the red force), on the other hand, does not know the color of the card but maintains a belief of this in the form of a probability distribution in his influence diagram, i.e., a belief of the possibility of player 1 being superior or inferior.

Player 1 moves first and has the opportunity to fold (F) or to raise (R) with another dollar, i.e., remain passive or engage in battle. If he raises, player 2 has the opportunity to pass (P) or to meet (M) with another dollar in the pot, i.e., flee or engage in battle.

We let $\alpha \in (0, 1)$ denote player 2’s belief of player 1 being superior. The situation can then be modeled with a Bayesian game $G$, as defined in Eq. (1), with $N = \{1, 2\}$, $C_1 = \{F, R\}$, $C_2 = \{M, P\}$, $T_1 = \{1.a, 1.b\}$, $T_2 = \{2\}$, $p_1(\{1.a\}) = p_1(\{1.b\}) = 1$, $p_2(\{1.a\}) = \alpha$, $p_2(\{1.b\}) = 1 - \alpha$ and $(u_1(c_1, t_1), u_2(c_1, t_1))$ as in Table 1.

Solving the game using the technique described by Harsanyi[23] involves introducing a historical chance node, a “move of nature”, that determines player 1’s type. Also, note that transforming player 2’s incomplete information regarding player 1 into imperfect information. The Bayesian equilibrium of the game is then precisely the Nash equilibrium of this imperfect information game. The Harsanyi transformation of $G$ is depicted in Fig. 4.

Note that there are two decision nodes denoted “2.0” that belong to the same information set representing the uncertainty of player 2 regarding player 1’s type. Also, note that the move labels on the branch following the “1.a” node do not match the move labels on the branches following the “1.b” node, representing that player 1 is able to distinguish between these two nodes. The normal way of solving such a game is to look at the strategic representation, as seen in Table 2.
Table 2: The strategic form of the game in Fig. 4.

<table>
<thead>
<tr>
<th></th>
<th>$M$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Rr$</td>
<td>$4\alpha - 2, 2 - 4\alpha$</td>
<td>$1, -1$</td>
</tr>
<tr>
<td>$Rf$</td>
<td>$3\alpha - 1, 1 - 3\alpha$</td>
<td>$2\alpha - 1, 1 - 2\alpha$</td>
</tr>
<tr>
<td>$Ff$</td>
<td>$3\alpha - 2, 2 - 3\alpha$</td>
<td>$-1, 1$</td>
</tr>
<tr>
<td>$Ff$</td>
<td>$2\alpha - 1, 1 - 2\alpha$</td>
<td>$2\alpha - 1, 1 - 2\alpha$</td>
</tr>
</tbody>
</table>

In order to solve the game, first note that $Fr$ is dominated by $Rr$ and that $Ff$ is dominated by $Rf$ regardless of the value of $\alpha$, i.e., player 1 will always raise if in a superior position. Second, if $3/4 \leq \alpha < 1$ we have that $P$ dominates $M$ so that player 2 will always choose to pass, which, in turn, implies that player 1 will always choose to raise. Hence, $(\{Rr\}, \{P\})$ is the one and only equilibrium strategy profile for $3/4 \leq \alpha < 1$. For $0 < \alpha < 3/4$ there are no equilibria in pure strategies (just check all four remaining possibilities) and we have to look for equilibria in mixed strategies. Let $q[Rr] + (1 - q)[Rf]$ and $s[M] + (1 - s)[P]$ denote the equilibrium strategies for players 1 and 2 respectively, where $q$ denotes the probability that player 1 raises with a loosing card and $s$ the probability that player 2 meets if player 1 raises. A requirement for an equilibrium for player 1 is that his expected payoff is the same for both $Rr$ and $Rf$, i.e., $s(4\alpha - 2) + (1 - s)1 = s(3\alpha - 1) + (1 - s)(2\alpha - 1) \Rightarrow s = 2/3$. Similarly, to make player 2 willing to randomize between $M$ and $P$, $M$ and $P$ must give her the same expected utility against $q[Rr] + (1 - q)[Rf]$ so that $q(4\alpha - 2) + (1 - q)(3\alpha - 1) = q1 + (1 - q)(2\alpha - 1) \Rightarrow q = -\alpha/(3(\alpha - 1))$.

We can now use the equilibrium strategy of the imperfect information game in order to derive the Bayesian equilibrium of the game $\Gamma^b$. A Bayesian equilibrium specifies a randomized strategy profile containing one strategy $\sigma_i(t_i)$ for all combinations of players and types. Hence, the unique Bayesian equilibrium of the game $\Gamma^b$ is $\sigma_1(\cdot|1.a) = [R], \sigma_1(\cdot|1.b) = q[R] + (1 - q)[F], \sigma_2(\cdot|2) = 2/3[M] + 1/3[P]$ for $0 < \alpha < 3/4$ and $\sigma_1(\cdot|1.a) = [R], \sigma_1(\cdot|1.b) = [R], \sigma_2(\cdot|2) = [P]$ for $3/4 \leq \alpha < 1$.

Although this simple game presents a solution that is not entirely trivial, it is simpler than our full family of games in that it is zero-sum with only two players (and thus has a unique Nash equilibrium that is computationally easy to find), and in that both sides know the value of $\alpha$ (making it equivalent to an imperfect information game).

9 Related Work

Development of game tools is an active area in AI. In the Gala system of [20], tools exist for defining games with imperfect information. A tractable way to handle games with recursive interaction in a strategic form was developed in Gmytrasiewicz[28], where the potentially infinite recursion of beliefs about opponents is represented approximately as a finite depth discrete utility/probability matrix tree defining the players beliefs about each other. The solution emerging from this modeling is not a Bayesian game equilibrium, however.

There is a significant body of work on multi-agent interactions in the intelligent agents literature. A survey of methodological and philosophical problems appears in [28]. The principle of bounded rationality can be taken as an excuse to use simpler solution concepts than Bayesian game solutions. In our case, there is no reason to assume that the opponent is not rational – there would be few excuses if he turned out to be so. This does not mean that it is not necessary to take advantage of opponents mistakes when they occur. Plans must foresee this and have opportunities of opponent mistakes as a part; but these options should not be executed until the evidence of the mistake is sufficient. The recursive modeling of multi-agent interaction of [28] (mostly developed for cooperative rather than competitive interaction) is thus not appropriate in our application. The proposal in [17] is to use game theory with zero-sum game-tree look-ahead for C2 applications. Although this approach was successful for analysis of lower level game situations, we have argued above that it is not enough in a complete higher level C2 tool.

In [29] the MAID representation is defined, which partitions the decision and utility variables by agent, so that utilities and decisions of many agents can be described. However, in this type of model it must be assumed that the structure of the game and its utilities is understood and accepted by all participants. An extension of the MAID framework is the NID – Network of Influence Diagrams. In the version described in [30], several MAIDs – or other game representations – can be connected in a directed acyclic graph, where outgoing arcs are labelled with a probability distribution. This gives a possibility to define situations where agents do not all use the same model, but there is no way to describe in an acyclic graph a situation where there is mutual uncertainty and inconsistent beliefs about the game structure and the opponents goals. A development of the NID to handle general Bayesian games is however announced in [30].

10 Conclusions

Game-theoretic tools have a potential for situation prediction that takes real uncertainties in enemy plans and deception possibilities into consideration. Developments in game algorithms and descriptions of situation development with dynamic BNs, and decision situations with influence diagrams, make realistic modelling from sensor information possible, and the resulting games solvable. For realizing this on full scale problems, further development of efficient game solving methods to Bayesian games will be required. For usability, it is important to design game tools to match actual planning methods used. Several problems remain to be solved. The possibility of using zero-sum payoffs would lead to a much simpler game solution, at the price of less accurate modeling. Can it be used in some cases? If not, are there application specific reasons to use one of the several proposed criteria for selecting a particular equilibrium? We presently assume that robustness (insensitivity to small changes in parameters) is an important property of a relevant equilibrium.
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