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Abstract

Non-Interference is a standard notion of security of software that allows to preserve privacy of information. If one partitions the data manipulated by a program into “public” and “private”, Non-Interference intuitively expresses that the observation of public data during the execution of a program should not reveal information about private data.

The information security community has still not reached consensus on how to express the notion of Non-Interference for concurrent programs. A definition of Non-Interference depends on what we assume as the abilities of the attacker. The attacker can infer information in many different ways, for instance by observing whether an execution terminates, or by studying the stochastic behaviour of a program.

Various definitions of Non-Interference have been phrased in different models. As a step towards unifying the different proposals of Non-Interference, we have re-expressed them over a uniform program model. This program model captures the behaviour of a simple, parallel programming language with shared data. We also propose some variants of existing Non-Interference properties and compare the main proposals. In particular, this comparison allows us to conclude that all proposed Non-Interference properties are incomparable.

A traditional way to enforce Non-Interference is by the use of a security type system. However, this method is not precise, meaning that it will always reject some programs that are intuitively secure. An alternative is to use a temporal logic characterization that is amenable to model checking. We show how this can be achieved for the Non-Interference properties that do not involve probabilities.
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Chapter 1

Introduction

1.1 Non-Interference

With the emergence of web-based applications, preserving privacy has become an increasingly important issue. Current security mechanisms, such as access control, only enforce some basic security policies and fail to guarantee confidentiality of data. Non-Interference is a confidentiality property of computer systems which regulates information flows. It was first introduced by Goguen and Meseguer in 1982 [10].

1.1.1 Intuitive definition

A confidentiality policy specifies how information is allowed to flow between the different components of a system so that confidential information does not leak from one component to another. Let us consider for instance a multi-level security (MLS) model, which assigns to each of its components a security level. This model respects the confidentiality policy if information does not flow from higher to lower levels. Non-Interference is the characterization of confidentiality for this particular model. Thus a definition of Non-Interference depends on the formalism of the security model for which it is given.

Although Goguen and Meseguer’s original definition of Non-Interference is given for any security policy, most of the investigations following their work have focused on MLS. Often, authors limit themselves two security levels, L (low) and H (high), for public and private (or confidential) data, and mention that their work can be extended to any lattice of security levels. Therefore, in the sequel we will also always consider two security levels, L and H.

Quoting Volpano and Smith [20], Non-Interference in the sequential setting says that

“The final values of low variables should be independent of the initial values of high variables.”

For concurrent programs, the final values of variables do not depend uniquely on their initial content, but also on parallel executions and on the scheduling policy.
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As a consequence, this definition needs to be generalized. Moreover, parallel composition allows parallel threads to observe the intermediate states of the memory, thus it is not sufficient to consider the final state only. However, the definition of Non-Interference for sequential programs conveys the intuitive meaning of Non-Interference, i.e. that observation of public data should not reveal information about private data.

It can be convenient to read and compare different proposals of Non-Interference in terms of what an attacker can observe. Basically, an attacker (or a low security observer) can only observe public data. Many definitions of Non-Interference can be read as

“an attacker cannot distinguish two executions that differ only in their private input”

However, for most proposals, the model of the attacker is not given explicitly (except in [2], where the authors define the knowledge of an attacker).

1.1.2 Comparison of existing definitions

The first goal of this work is to compare different proposals of Non-Interference. We do this by re-expressing them over a uniform program model.

Non-Interference properties from the literature differ by what an attacker can observe. In the setting of sequential programs, the attacker is usually supposed to observe only low outputs of a program. For programs that do not perform any communication, the output depends only on the input. As a consequence, the security model can be described using a big-step semantics, which relates the initial configuration to the final one. For concurrent programs, this description of an attacker is no longer sufficient.

Many definitions of Non-Interference assume a small-step semantics, which describes the intermediate states of the system [20, 18, 12, 2]. Moreover, this kind of semantics allows parallel composition. In such a model, we often consider that what an attacker can observe is the low output of this program run in parallel with any other program which addresses only low variables.

Other models, like a CSP model, describing the system in terms of processes performing actions, are also suited for modeling parallel composition and have been used to define Non-Interference properties [16]. Actions are divided in low and high actions, and an attacker can only observe low actions. We are interested in knowing whether definitions given in terms of small-step semantics are comparable with definitions given in terms of actions.

An attacker can also learn from an execution through other mechanisms, called covert channels [17]. One example is the termination channel. Observing that a program enters an infinite loop, or that it terminates, gives additional information to the attacker. Termination-sensitive definitions of Non-Interference assume that an attacker can distinguish an execution that terminates from an execution that
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diverges. Some authors propose both a termination insensitive and a termination sensitive variant of their property [12].

Another covert channel is the time channel. An attacker could distinguish two executions because of different timings. In the small-step semantics, the time granularity is a transition. However, assuming that an attacker can distinguish two executions just because one does an extra transition (without visible effect) gives too much power to the attacker, thus many definitions of Non-Interference allow configurations to stutter [18, 12].

Finally, repeated runs can distinguish two configurations which have the same possible subsequent behaviours, but with different probabilities. We divide definitions of Non-Interference into possibilistic [12, 16, 2] and probabilistic definitions [20, 18].

We conclude this brief survey with compositionality. A compositional definition of Non-Interference ensures safe parallel composition of secure threads. Compositionality is an important characteristic because it avoids having to redo analyses.

1.2 Enforcing Non-Interference

The second goal of this work is to show that we can verify Non-Interference by model checking, using a method called self-composition. Indeed, we are interested in having a static and precise method to enforce Non-Interference.

The most common approach to verify Non-Interference statically is to use a security type system [20, 18, 4]. However, this technique is not complete (i.e. it has to reject some intuitively secure programs) since it uses syntactic equality. Another approach relies on model checkers, i.e. tools that algorithmically verify satisfaction of a temporal logic formula for a given model. It requires a temporal logic characterization of the property we want to check. If the characterization is equivalent to the original property, then verification by model checking is sound and complete.

As we will see, Non-Interference is not a property of a single execution, i.e. it cannot be decided by considering all executions in isolation. However, temporal logics do not allow us to compare several executions. To overcome this difficulty, we consider an approach called self-composition [3]. It consists in executing the program in parallel with itself. Each part of the model has its own program store, so that they execute independently. Huisman et al. use self-composition to characterize observational determinism, a Non-Interference property [12]. We would like to do the same for different proposals, and then show the feasibility of this approach by concrete experiments with a model checker.

1.3 Contribution

As a step towards unifying the different proposals of Non-Interference, we propose a uniform model of program executions and re-express the main proposals over
this model. This program model captures the behaviour of a simple, parallel programming language with shared data, defined by its operational semantics. We encode actions in configurations in order to consider definitions in CSP. The Non-Interference properties we re-express are observational determinism [21, 12], eager and lazy trace invariance [16], probabilistic Non-Interference [20], Non-Interference based on partial probabilistic bisimulation [18], Non-Interference in terms of knowledge of an attacker [2] and abstract Non-Interference [9]. We also propose some variants. We compare the proposed definitions with a set of examples. In particular, we show that they are all incomparable, meaning that for any two definitions, we can find a program accepted by the first definition and rejected by the second one.

In order to show the feasibility of verification by temporal logic, we give a modal $\mu$-calculus characterization of observational determinism and eager invariance, based on self-composition. We prove the correctness of the characterization of observational determinism. We model our program semantics in CCS with the Concurrency Workbench, a tool that supports automatic verification of finite state processes, including model checking [7]. We obtain convincing results for observational determinism. We do not have results for eager invariance because of the state space explosion problem.

1.4 Overview

The rest of this report is structured as follows. In Chapter 2, we formally define our uniform model of program executions. In Chapter 3, we re-express the properties cited above over this model, we present some variants and compare all the definitions. In Chapter 4, we recall the syntax and semantics of $\mu$-calculus, next we give a $\mu$-calculus characterization of observational determinism, prove that it is correct, and then we do the same for eager invariance. In Chapter 5, we describe the implementation of our program model with the Concurrency Workbench and comment on our results.
Part I

Comparing different definitions of Non-Interference in a common program model
Chapter 2

Program model

A program model gives an abstract description of a program. It defines abstract syntax and semantics of a programming language. Thus, the syntax describes which programs are part of the model, while the semantics specifies their behaviour.

This chapter defines a program model that will be used to (re)define the different proposals for Non-Interference over a single common model. The program language that we consider is a basic while language with parallel composition (it is an extension of the language used by Huisman et al. [12]). Its semantics is described in terms of a small-step operational semantics, giving rise to program traces of extended configurations.

In particular, we extend configurations with a notion of action history, that allows us to recast properties phrased over CSP processes for our program model.

The following section explains why we believe it is convenient to express properties like Non-Interference over such a model. Next, Section 2.2 gives its formal definition.

2.1 Choice of a program model

Joshi and Leino give several reasons why it is better to give a definition of Non-Interference in terms of program semantics directly, instead of relying on compiler data flow analysis techniques to ensure secure information flow [13]. First of all, they argue that this gives better precision. Moreover, the program semantics can be used to reason about indirect leaking of information by varying what an attacker can observe of the program behaviour. Finally, Joshi and Leino argue that such a definition can be extended to the case where the security levels are defined abstractly (i.e. not merely as a partitioning of the set of variables, but as functions of these variables). In the present text, we will not consider such an extension, nevertheless it is important to know that it is possible to do this.

An alternative approach is to model programs with a process calculus such as CCS or CSP, which describe communications between independent processes in terms of actions. We would like to unify definitions given in terms of states and
definitions given in terms of actions, as the ones given by Roscoe in CSP [16]. Therefore, we extend configurations so that they keep track of the actions communicated with the store so far. An alternative method to obtain these actions would be to compute them directly from a sequence of successive configurations, but non-determinism makes it difficult.

2.2 Program model

This section defines formally our program model. All formal aspects defined below will be used in the next chapter in order to rephrase the different proposals of Non-Interference properties for multi-threaded programs that we have considered.

Let $Stmt$ denote the set of statements defined by the following grammar, where $S$ is an element of $Stmt$, $x$ is a variable, $E$ is an expression, and $b$ is a boolean expression.

$$S ::= x := E \mid S; S \mid \text{if} \ (b) \ \text{then} \ S \ \text{else} \ S \mid \text{while} \ (b) \ \{ S \} \mid S \ |_p S \mid \text{wait} \ (b) \mid \epsilon$$

The semantic meaning of the constructs that appear in our grammar will be defined formally by a small step operational semantics in the next subsection. Small step semantics model executions as sequences of small steps, called transitions, making incremental progress towards result. We now give an intuitive explanation of the meaning of these objects.

The assignment $x := E$, the sequential composition $S; S$, the if and the while construct have their usual meaning. We use $\epsilon$ to denote the empty program (sometimes denoted by skip in literature). Thus the execution of $\epsilon$ has no effect on the store. The wait $(b)$ construct does not change the store neither, but it can be executed only if $b(\mu)$ holds. Finally, $S \ |_p S'$ is the parallel composition of program $S$ and program $S'$. An execution of $S \ |_p S'$ results in a sequence of transitions which is an interleaving of transitions of $S$ and transitions of $S'$. Thus the parallel composition operator introduces non-determinism. The meta-variable $p$ attached to the parallel composition operator denotes the probability that the next transition corresponds to a transition of the left statement. It is instantiated by the scheduler and not by the programmer.

2.2.1 Semantics

Operational semantics specify how programs update the store. Thus it is important that we define stores formally. We first need to introduce variables.

Variables

$Var$ denotes the set of variables, $\text{dom}(v)$ the domain of a variable $v \in Var$. Each variable in $Var$ is assigned a security-level value, which is either H (for high) or L (low). $Var_H$ is the subset of high security-level variables, $Var_L$ the subset of low
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security-level variables. \( \{ \text{Var}_H, \text{Var}_L \} \) is a partitioning of \( \text{Var} \). In the sequel, we will often use \( l \) to denote a generic low variable and \( h \) to denote a generic high variable.

Stores
We assume that we have one single, global, shared memory. A store is a mapping from \( \text{Var} \) to values, such that each value belongs to the domain of the corresponding variable. \( \text{Store} \) denotes the set of stores:

\[
\text{Store} = \left\{ \mu : \text{Var} \rightarrow \bigcup_{v \in \text{Var}} \text{dom}(v) \right\}
\]

The partial stores \( \text{Store}_H \) and \( \text{Store}_L \) are obtained by replacing \( \text{Var} \) by \( \text{Var}_H \) and \( \text{Var}_L \) in the definition of \( \text{Store} \). If \( \mu \) is in \( \text{Store} \), then \( \mu|_H \) denotes the restriction of \( \mu \) to \( \text{Var}_H \), and \( \mu|_L \) its restriction to \( \text{Var}_L \), respectively.

Definition 1 (L-equivalence on stores). Two stores \( \mu \) and \( \mu' \) are L-equivalent, denoted \( \mu \approx_L \mu' \), if

\[
\mu|_L = \mu'|_L
\]

Often, definitions of Non-Interference are defined in terms of L-equivalence.

Expressions
A rough description of expressions is sufficient to express the most relevant security properties. That is why we did not give any grammar of expressions, but instead we assume that we have boolean and integer expressions, with their usual operators.

\( \text{Exp} \) denotes the set of expressions. If \( E \in \text{Exp} \), then \( E(\mu) \) is the evaluation of \( E \) where we replace each variable \( v \) by \( \mu(v) \). \( \text{BExp} \) denotes the set of boolean expressions, \( \text{BExp} \subset \text{Exp} \).

Scheduler
A scheduling policy \( \sigma \) for a statement \( S \) is a mapping from the set of labels that appear on the parallel composition symbols in \( S \) to values in \( [0..1] \). \( \text{Schedule}_S \) denotes the set of all scheduling policies w.r.t. a statement \( S \).

Actions
We encode actions in our model in order to be able to re-express proposals of Non-Interference given in CSP (see Section 3.2). In our setting, we assume that an attacker can only infer information from another program execution via modifications of the store. In particular, there are no direct communications between two concurrent executions. Our actions must encompass all possible communications between a process executing a statement and the shared memory. It is only possible to read the current value of a variable or to assign a value to variable. Thus we define the set of actions, denoted by \( \text{Action} \), as follows

\[
\text{Action} = \{ \text{write}_{v,x} \mid v \in \text{Var}, x \in \text{dom}(v) \} \bigcup \{ \text{read}_{v,x} \mid v \in \text{Var}, x \in \text{dom}(v) \}
\]
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We have not defined a grammar of expressions, and in particular we do not want to specify an evaluation order for expressions in our model. Therefore, we cannot order the actions that occur during the evaluation of an expression. Instead we define a multi-action to be a set of actions and we require that the evaluation of an expression gives rise to exactly one multi-action. An assignment results in a multi-action containing exactly one write action.

Equality between multi-actions is defined simply as equality between sets of actions.

Histories
Now we can describe the history of communications as a sequence of multi-actions. Note that if we had given a grammar for expressions and a specific evaluation order, we could have described histories of communications by sequences of actions directly. However, we do not need this precision to be able to characterize the relevant security properties.

Example 1.
The execution starting with \( x := y + z \) in store \( \mu \) could result in two sequences of actions which are

\[
\text{read}_{y,\mu(y)}, \text{read}_{z,\mu(z)}, \text{write}_{x,\mu(y)+\mu(z)} \\
\text{read}_{z,\mu(z)}, \text{read}_{y,\mu(y)}, \text{write}_{x,\mu(y)+\mu(z)}
\]

We would like to have only one sequence for this execution. More precisely, we would like that this execution gives the following sequence of multi-actions:

\[
\{\text{read}_{y,\mu(y)}, \text{read}_{z,\mu(z)}\}, \{\text{write}_{x,\mu(y)+\mu(z)}\}
\]

A history is defined as a sequence of non-empty multi-actions. Hist denotes the set of histories. The symbol \(^\hat{\ },\) denotes the concatenation of histories. We will often assimilate a multi-action into the history containing this single multi-action. Two histories are equal when they are equal element-wise.

Equivalence on histories
Let us introduce two convenient notations. If \( q \) is a sequence of multi-actions then \( q^* \) denotes the sequence obtained from \( q \) by removing all its empty sets, i.e.

\[
q^* = \text{filter}(\neq \{\}) q
\]

If \( A \subset \text{Action} \), then \( q|_A \) is the sequence defined by

\[
q|_A = \text{map}(|_A) q
\]

where \( |_A \) is the restriction to the elements of \( A \).

Definition 2 (History Equivalence). Let \( \text{hist}_1 \) and \( \text{hist}_2 \) be two histories and \( A \) a set of actions. The histories \( \text{hist}_1 \) and \( \text{hist}_2 \) are history equivalent w.r.t. \( A \), denoted by \( \text{hist}_1 =_{|_A} \text{hist}_2 \), if and only if
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\[(\text{hist}_1|A)^* = (\text{hist}_2|A)^*\]

For any set of actions \(A\), \(=|A\) is an equivalence relation.

Configurations
A configuration is the product of a statement, a store and a history. We denote the configuration composed of \(S \in \text{Stmt}\), \(\mu \in \text{Store}\) and \(\text{hist} \in \text{Hist}\) by :

\[\langle S, \mu, \text{hist} \rangle\]

In a context where the history is not important, we will just write \(\langle S, \mu \rangle\). The set of all configurations is :

\[\text{Config} = \text{Stmt} \times \text{Store} \times \text{Hist}\]

It is convenient to have projection functions to extract the statement, store and history from a configuration, so we introduce \(\text{prog}\), \(\text{store}\) and \(\text{hist}\) defined by

\[\text{prog}(\langle S, \mu, \text{hist} \rangle) = S \quad \text{store}(\langle S, \mu, \text{hist} \rangle) = \mu \quad \text{hist}(\langle S, \mu, \text{hist} \rangle) = \text{hist}\]

Rules of the operational semantics
Figure 2.1 gives a semantics associated to our language. It uses a function \(\text{readV}\) which takes an expression \(E\) and a store \(\mu\) as parameter and returns the multi-action that corresponds to the evaluation of \(E\) in \(\mu\).

\[\text{readV} : \text{Exp} \times \text{Store} \rightarrow \mathcal{P}(\text{Action})\]

Given a concrete grammar for \(\text{Exp}\), this function would typically look as follows:

\[
\begin{align*}
\text{readV}(c, \mu) &= \emptyset \quad \text{if } c \text{ constant} \\
\text{readV}(v, \mu) &= \{\text{read}_v(\mu(v))\} \quad \text{if } v \in \text{Var} \\
\text{readV}(E_1 \oplus E_2, \mu) &= \text{readV}(E_1, \mu) \cup \text{readV}(E_2, \mu) \quad \text{for binary operator } \oplus
\end{align*}
\]

As a side remark, given a particular evaluation order, one could also imagine a variation handling conditional evaluation, \(i.e.\) taking into account whenever one of the subexpressions at the left or at the right-hand side of an operator need not be evaluated in order to evaluate the whole expression.

To do model checking, the behaviour of a system is typically represented by a Kripke structure. We can use the small-step operational semantics to construct the transition relation of the Kripke structure directly. However, one requirement is that every state must have at least one successor. This leads us to add extra transition rules for terminated (\term{term}) and deadlocked (\term{dead}) programs. The latter can arise due to the semantics of the \textit{wait} statement. We define the property
\[ x := E, \mu, \text{hist} \rightarrow (\epsilon, \mu(x \rightarrow E(\mu)), \text{hist}^\neg \text{readV}(E, \mu)^* \{\text{write}_x, E(\mu)\}) \] (assign)

\[ (S_1, \mu, \text{hist}) \rightarrow (\epsilon, \mu, \text{hist}') \] (seq.comp-A)

\[ (S_1; S_2, \mu, \text{hist}) \rightarrow (S_2, \mu, \text{hist}') \] (seq.comp-B)

\[ (S_1, \mu, \text{hist}) \rightarrow (S'_1, \mu, \text{hist}') \text{ if } S'_1 \neq \epsilon \] (seq.comp-B)

\[ (if \ (b) \ then \ S_1 \ else \ S_2, \mu, \text{hist}) \rightarrow (S_1, \mu, \text{hist}) \text{ if } b(\mu) \] (if-t)

\[ (if \ (b) \ then \ S_1 \ else \ S_2, \mu, \text{hist}) \rightarrow (S_2, \mu, \text{hist}) \text{ if } \neg b(\mu) \] (if-f)

\[ (while \ (b) \ \{ S \}, \mu, \text{hist}) \rightarrow (S; while \ (b) \ \{ S \}, \mu, \text{hist}^\neg \text{readV}(b, \mu)) \text{ if } b(\mu) \] (while-t)

\[ (while \ (b) \ \{ S \}, \mu, \text{hist}) \rightarrow (\epsilon, \mu, \text{hist}^\neg \text{readV}(b, \mu)) \text{ if } \neg b(\mu) \] (while-f)

\[ (S_1 \mid_p S_2, \mu, \text{hist}) \rightarrow (S_2, \mu, \text{hist}') \text{ with probability } \sigma(p) \] (par.comp-l-\epsilon)

\[ (S_2, \mu, \text{hist}) \rightarrow (\epsilon, \mu, \text{hist}') \text{ with probability } 1 - \sigma(p) \] (par.comp-r-\epsilon)

\[ (S_1 \mid_p S_2, \mu, \text{hist}) \rightarrow (S_1, \mu, \text{hist}') \text{ if } S'_1 \neq \epsilon, \text{ with probability } \sigma(p) \] (par.comp-l)

\[ (S_2 \mid_p S_1, \mu, \text{hist}) \rightarrow (S_2', \mu, \text{hist}') \text{ if } S'_2 \neq \epsilon, \text{ with probability } 1 - \sigma(p) \] (par.comp-r)

\[ (wait \ (b), \mu, \text{hist}) \rightarrow (\epsilon, \mu, \text{hist}^\neg \text{readV}(b, \mu)) \text{ if } b(\mu) \] (wait-t)

\[ (\epsilon, \mu, \text{hist}) \rightarrow (\epsilon, \mu, \text{hist}) \] (term)

\[ (S, \mu, \text{hist}) \rightarrow (S, \mu, \text{hist}) \text{ if \ deadlock}((S, \mu, \text{hist})) \] (deadl)

Figure 2.1. Operational Semantics
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deadlock by structural induction over Stmt.

\[
\begin{align*}
deadlock((\text{wait} (b), \mu)) &= \neg b(\mu) \\
deadlock((x := E, \mu)) &= \text{false} \\
deadlock((\text{if} (b) \text{ then } S_1 \text{ else } S_2, \mu)) &= \text{false} \\
deadlock((\text{while} (b) \{ S \}, \mu)) &= \text{false} \\
deadlock((\epsilon, \mu)) &= \text{false} \\
deadlock((S_1; S_2, \mu)) &= \text{deadlock}((S_1, \mu)) \\
deadlock((S_1 || p S_2, \mu)) &= \text{deadlock}((S_1, \mu)) \land \text{deadlock}((S_2, \mu))
\end{align*}
\]

Finally, notice that the rules of Figure 2.1 also define how histories are constructed.

2.2.2 Traces and trace properties

We can now give the definition of program traces. Let \( S \in \text{Stmt} \) and \( \mu \in \text{Store} \). An infinite sequence \( T = c_0, c_1, c_2, \ldots \) of elements in \( \text{Config} \) is a program trace of \( S \), starting in the initial store \( \mu \), denoted \( \langle S, \mu \rangle \Downarrow T \), if

- \( c_0 = \langle S, \mu, () \rangle \)
- \( \forall i \in \mathbb{N}. c_i \rightarrow c_{i+1} \)

For any initial configuration \( c_0 \), we can always construct a trace \( T \) such that \( c_0 \Downarrow T \), since the rules (term) and (deadl) of our operational semantics ensure that there is always at least one transition enabled.

\( \text{Trace} \) denotes the set of all program traces. Further, \( T(\mu) \) denotes the projection of trace \( T \) to its second element, i.e. elements in \( \text{Store} \), \( T(v) \) denotes the projection to a variable \( v \) of the store \( (T(v) \) is called a location trace [12]), while \( T(\text{hist}) \) denotes the projection to its third element, i.e. elements in \( \text{Hist} \). Finally, \( T_i \) denotes the \((i + 1)\text{th}\) configuration of \( T \), that is \( c_i \) if \( T = c_0, c_1, \ldots \)

Trace indistinguishability

We will also use the notion of equality up to stuttering for infinite sequences in order to define indistinguishability of traces. The definition below is from [12].

**Definition 3** (Stuttering Equivalence). Two infinite sequences \( q \) and \( q' \) are stuttering equivalent upto \( i \) and \( j \), denoted \( \langle q, i \rangle \sim_s \langle q', j \rangle \), if and only if

- \( q_i = q'_j \) ; and

- if \( k = \min\{p \mid \forall n \in [p...i].q_n = q_i\} \) and \( l = \min\{p \mid \forall n \in [p...j].q'_n = q'_j\} \)

  then \( k = l = 0 \) or \( \langle q, k - 1 \rangle \sim_s \langle q', l - 1 \rangle \).

Further, \( q \) and \( q' \) are stuttering equivalent, denoted \( q \sim_s q' \), if and only if

- for all \( i \), there exists a \( j \) such that \( \langle q, i \rangle \sim_s \langle q', j \rangle \); and

- for all \( j \), there exists an \( i \) such that \( \langle q, i \rangle \sim_s \langle q', j \rangle \).
Stuttering equivalence \((\sim_s)\) is an equivalence relation on \(\text{Trace}\). It was introduced by Huisman et al. to define trace indistinguishability.

**Definition 4** (Trace Indistinguishability). Traces \(T\) and \(T'\) are indistinguishable \(w.r.t.\) \(L\) (denoted \(T \approx_L T'\)) if
\[
\forall v \in \text{Var}_L. T(v) \sim_s T'(v)
\]

Since \(\sim_s\) is an equivalence relation, trace indistinguishability \((\approx_L)\) is an equivalence relation on \(\text{Trace}\).

We give a stronger variant of trace indistinguishability that does not consider each location trace separately but deals directly with the low store.

**Definition 5** (Strong Trace Indistinguishability). Traces \(T\) and \(T'\) are strongly indistinguishable \(w.r.t.\) \(L\), denoted \(T \approx_{L}^{\text{strong}} T'\), if and only if
\[
T(\mu|_L) \sim_s T'(\mu|_L)
\]

Relation \(\approx_{L}^{\text{strong}}\) is also an equivalence relation on \(\text{Trace}\).

**Reachability**
We also need the notion of reachable configurations. The set of reachable configurations \(w.r.t.\) a statement \(S\), an initial store \(\mu\), and a history \(\text{hist}\) is:
\[
\text{reach}(S, \mu, \text{hist}) = \{ T_i \in \text{Config} | \langle S, \mu \rangle \Downarrow T \land T(\text{hist})_i = \text{hist} \}
\]

Then if \(\text{Mem}\) is a set of stores,
\[
\text{reach}(S, \text{Mem}, \text{hist}) = \bigcup_{\mu \in \text{Mem}} \text{reach}(S, \mu, \text{hist})
\]

**Termination**
To specify termination, we first define the predicate \(\text{term}\):
\[
\text{term}(T) = \exists i \in \mathbb{N}. \text{prog}(T_i) = \epsilon
\]

Notice that if there is an \(i\), such that \(\text{prog}(T_i) = \epsilon\), then \(\text{prog}(T_j) = \epsilon\) for all \(j\) greater than \(i\), \(i.e.\) the transition rules do not allow a program to leave a terminal state.

If \(\text{term}(T)\), we use \(T_f\) to denote the terminal configuration of \(T\), \(i.e.\)
\[
T_f = \epsilon(\{ c \in \text{Config} | \exists i \in \mathbb{N}. T_i = c \land \text{prog}(c) = \epsilon \})
\]

where \(\epsilon\) is the arbitrary choice operator. Since the store does not change anymore after the program has terminated, the terminal configuration of a trace in \(\text{Term}\) is uniquely defined.
Chapter 3

Comparison of proposals

We use our formally defined common program model to unify the main proposals of Non-Interference. Below we will detail the following properties:

- observational determinism [21, 12]
- eager and lazy trace invariance [16]
- probabilistic Non-Interference [20]
- Non-Interference based on partial probabilistic bisimulation [18]
- Non-Interference in terms of knowledge of an attacker [2]

For all properties, the following aspects will be discussed:

- completeness (in the sense that the property should not reject intuitively secure programs)
- compositionality
- whether it is a possibilistic or a probabilistic property
- assumptions about the scheduling policy (for possibilistic properties)

3.1 Observational determinism

First we consider observational determinism, as introduced by Zdancewic and Myers ([21], 2003). This definition has been discussed later by Huisman et al. ([12], 2006). Since our program model is a direct extension of the program model used by Huisman et al., we can directly formulate the definition of observational determinism. We comment on interesting characteristics of this property. Next we propose two variants and compare them with the original definition.

3.1.1 Original definition

Observational determinism is a generalization of the classical Non-Interference property (which says that the final values of low variables should be independent of the initial values of high variables), by considering traces. Observational determinism is independent of any choice of scheduler, thus each probability \( p \) associated to any
symbol \( \|_p \) that appears in any statement is implicitly quantified over all possible choices.

Observational determinism is defined as equivalence of location traces (upto stuttering) for all low-variables.

Traces are considered separately for each variable location (location traces), since according to Zdancewic and Myers, if it is the case that a program is race-free, then it is not possible to observe the relative ordering of updates [21]. A program is race-free, according to Zdancewic and Myers, if there is only one possible ordering of any two accesses to a same variable, one of which is a write (thus accesses that form a race do not even have to be simultaneous). Disallowing this form of races is a strong restriction of non-determinism and it seems too much a limiting factor to ask this from every application.

**Definition 6** (Observational determinism). A program \( S \) is observationally deterministic if

\[
\forall \mu, \mu' \in \text{Store. } \forall T, T' \in \text{Trace.} \\
\mu \equiv_L \mu' \land <S, \mu > \Downarrow T \land <S, \mu' > \Downarrow T' \Rightarrow T \equiv_L T'
\]

Thus, for any low-variable \( l \), and traces \( T \) and \( T' \) of \( S \), starting in L-equivalent initial stores, the location traces \( T(l) \) and \( T'(l) \) should be stuttering equivalent (see Definition 3).

**Fairness**

To avoid that certain harmless programs are rejected, one can require traces to be strongly fair, meaning that any transition that is infinitely often offered should be executed. Indeed, let us consider Program 1.

**Program 1.**

\[
\textbf{while (true) \{ } |_p l := 7
\]

Program 1 has an execution for which the assignment is never executed: the execution looping forever in the empty while loop. Let us denote the corresponding trace by \( T_{\text{loop}} \). \( T_{\text{loop}} \) is not stuttering equivalent to any other trace of this program. This is due to the fact that, for this trace, \( l := 7 \) is infinitely often enabled but is never executed (thus \( T_{\text{loop}} \) is unfair). By considering only the executions that are fair, Program 1, which is intuitively secure, would not be rejected.

**Non-determinism**

An important aspect of observational determinism is that (citing [12] about [21]) “different scheduling policies should not be observable in the low variables”, meaning that if two executions of \( S \) starting in \( \mu \) result in two traces that are not indistinguishable (because of a non-deterministic choice), then \( S \) is rejected.

**Program 2.**

\[
(l := \text{true} |_p l := \text{false}) |_p l := h
\]

This ensures that Program 2 is rejected, but also rejects Program 3, even though this is intuitively secure.
3.1. OBSERVATIONAL DETERMINISM

Program 3.

\[ l := \text{true} \] \[ \quad \| \quad ] p l := \text{false} \]

This requirement seems too strong since it has no real security basis, it is just a limitation caused by the concurrency aspect. Other authors, who do not require this, have to assume that the scheduling policy is known [20, 18].

Compositionality

Observational determinism is not compositional. This means that the composition of two observationally deterministic programs does not necessarily give a new observationally deterministic program.

A common example related to compositionality is a program composed of two parallel programs, where one of them can modify the evaluation of a guard of the other. If this allows the second program to perform steps that it cannot perform when executed alone, then unexpected flows can occur. This is the case of the following example.

Example 2. Let us consider the following program:

Program 4.

\[ l := 1; \text{if} \ (l = 0) \quad \text{then} \quad l := h \quad \text{else} \quad \epsilon \quad ] p l := 0 \]

Each thread of Program 4 can generate only one location trace of \( l \) for a given initial value \( l_{\text{init}} \), thus they are both observationally deterministic. The composed program can perform a direct flow (i.e. assigning the value of \( h \) to \( l \)); it is not observationally deterministic.

This example demonstrates that observational determinism is not compositional. Moreover, observational determinism is not even preserved by the intuitively secure composition of two trivially secure programs.

Example 3. Let us consider Program 3. Its parallel threads \( l := \text{false} \) and \( l := \text{true} \) are trivially observationally deterministic. For any initial value \( l_{\text{init}} \), there are only two location traces possible for \( l \), which are:

\[ [l_{\text{init}}, \text{true}, \text{false}, \text{false}, \ldots] \]

and

\[ [l_{\text{init}}, \text{false}, \text{true}, \text{true}, \ldots] \]

We can obtain these two traces from any two L-equivalent stores, i.e. with the same value for \( l_{\text{init}} \). They are clearly not stuttering equivalent. So Program 3, which intuitively should be secure since it does not handle any \( H \) variable, does not satisfy observational determinism.

This indicates that observational determinism is not a good generalization of Non-Interference, since it rejects too many intuitively secure programs.
Probabilistic attacks

Further, the following example shows that observational determinism does not ensure confidentiality when an attacker exploits probabilities.

**Example 4.** Consider the following program.

**Program 5.**

\[
\text{if } (h) \text{ then } (l_1 := \text{true} \mid p \mid l_2 := \text{true}) \text{ else } (l_1 := \text{true} \mid p' \mid l_2 := \text{true})
\]

Depending on \( h \)'s value, this program becomes

\[
l_1 := \text{true} \mid p'' \mid l_2 := \text{true}
\]

where \( p'' = p \) or \( p'' = p' \). An attacker can estimate statistically the value of \( p'' \) by repeated computations (he only has to observe for each run whether \( l_1 \) is updated first, and then estimate the probability of this event). Assuming a scheduling policy \( \sigma \) such that \( \sigma(p) \neq \sigma(p') \), he can tell whether \( p'' \) corresponds to \( p \) or \( p' \), thus he can infer which branch of the if statement is executed, and thereby the value of \( h \).

However, this program is observationally deterministic (all location traces of \( l_1 \) are stuttering equivalent, the same for \( l_2 \)), which means that it is accepted despite the fact that it leaks private information.

Thus observational determinism is a possibilistic property.

### 3.1.2 Variations

Using strong trace indistinguishability (\( \approx_{L}^{\text{strong}} \)) introduced in Definition 5, we can consider the following variation:

**Definition 7 (Strong observational determinism).** A program \( S \) is strongly observationally deterministic if

\[
\forall \mu, \mu' \in \text{Store}. \forall T, T' \in \text{Trace}. \\
\mu \approx_{L} \mu' \land <S, \mu> \Downarrow T \land <S, \mu'> \Downarrow T' \Rightarrow T \approx_{L}^{\text{strong}} T'
\]

The original definition deals with all low variable separately, while this one considers them together by requiring that the projections on the low store of any two traces of \( S \) obtained from L-equivalent initial stores are stuttering equivalent. Thus it takes into account the relative ordering of changes of the store. Notice that:

\[
\approx_{L}^{\text{strong}} \subset \approx_{L}
\]

Thus strong observational determinism is stronger than observational determinism, \( i.e. \) it accepts less programs as being secure. Let us illustrate through a simple example that strong observational determinism is too strong for concurrent programs.

**Example 5.** Consider Program 6. It is intuitively secure.
3.2. EAGER AND LAZY TRACE INVARIANCE

Program 6.

\[ l_1 := \text{true} | \mu \]  
\[ l_2 := \text{true} \]

Program 6 is observationally deterministic but not strongly observationally deterministic.

Another variation can be obtained using equality on low stores:

**Definition 8** (Non stuttering observational determinism). A program S is non-stuttering observationally deterministic if

\[ \forall \mu, \mu' \in \text{Store}. \forall T, T' \in \text{Trace}. \]  
\[ \mu \approx_L \mu' \wedge <S, \mu > \ll T \wedge <S, \mu' > \ll T' \Rightarrow T(\mu_L) = T'(\mu_L) \]

Here \( T(\mu_L) \) and \( T'(\mu_L) \) must be more than stuttering equivalent: they must be equal. This is the strongest definition we can give. Let us denote the relation between traces that appears in the conclusion by \( \approx_{\text{Store}_L} \). The next example compares \( \approx_{\text{Store}_L} \) and \( \approx_{L}^{\text{strong}} \).

**Example 6.** Let us consider the following program.

Program 7.

\[ (\text{if } (h) \text{ then } l := \text{false}; l := \text{false} \text{ else } l := \text{false} ) ; l := \text{true} \]

Program 7 can produce four location traces for \( l \) (two for each value of \( l_{\text{init}} \)):

\[ l_{\text{init}}, \text{false}, \text{false}, \text{true} \ldots \]
\[ l_{\text{init}}, \text{false}, \text{true}, \text{true} \ldots \]

Program 7 is not non-stuttering observationally equivalent, but is strongly observationally equivalent.

In conclusion, we have:

\[ \approx_{\text{Store}_L} \subset \approx_{L}^{\text{strong}} \subset \approx_L \]

and the inclusions are strict (see Example 5 and 6). “S is non-stuttering observationally deterministic” implies that “S is strongly observationally deterministic”, which implies that “S is observationally deterministic”.

3.2 Eager and lazy trace invariance

We now present eager trace invariance and lazy trace invariance, introduced by Roscoe ([16], 1995). Re-expressing these properties over our model is not straightforward, because of the large gap between our model, which is state-based, and the CSP trace model, which is action-based. Therefore we first present the original definitions in CSP notations. Next we re-express them in terms of traces.
3.2.1 In the author’s model

Roscoe represents processes in the trace model of CSP calculus [11], where traces are understood as the sequences of actions that a process can communicate. To avoid confusion with the term “trace” used in our common program model, here we will only talk about sequences of actions. In this subsection we do not explicitly define what communications are; in the next subsection, actions will be instantiated as reads and writes.

Syntax

In order to present Roscoe’s definitions, we only need to introduce a few operators from the trace model of CSP. We use the following symbols for sequences of actions, where $s$ ranges over sequences of actions and $A$ over alphabets (sets of actions):

- $s \cdot s'$ (concatenation)
- $s \upharpoonright A$ (restriction)

We use the following operators for processes:

- $P/s$ (after)
- $P \setminus A$ (without)
- $P|||Q$ (interleave)

where $P$ and $Q$ stand for processes.

Semantics

We use $\text{seq}(P)$ to denote the complete set of all possible sequences of actions of process $P$. $s \cdot s'$ is the concatenation of $s$ and $s'$. $s \upharpoonright A$ is the sequence obtained from $s$ by eliminating the actions that are not in $A$.

$P/s$ ($P$ after $s$) is a process that behaves the same as $P$ behaves from the time after $P$ has engaged in all the actions recorded in the trace $s$. Formally this can be defined as follows:

$$\text{Seq}(P/s) = \{s' \mid s \cdot s' \in \text{Seq}(P)\}$$

$P \setminus A$ ($P$ without $A$) is a process that behaves like $P$, except that each occurrence of any action in $A$ is concealed. If $\alpha P$ is the alphabet of $P$,

$$\text{Seq}(P \setminus A) = \{s \upharpoonright (\alpha P - A) \mid s \in \text{seq}(P)\}$$

A trace of $P|||Q$ is an arbitrary interleaving of a trace from $P$ with a trace from $Q$.

$$\text{Seq}(P|||Q) = \{s \mid \exists s' \in \text{seq}(P). \exists s'' \in \text{seq}(Q). s \text{ interleaves } (s', s'')\}$$

---

$^1$Whereas Roscoe writes $\text{Traces}(P)$.
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Non-Interference
According to Roscoe [16], a process is non-interfering if after any pair of low-equivalent action sequences, the resulting processes still have low-equivalent behaviours. In other words, Non-Interference means determinism w.r.t. the low security values.

Roscoe points out that there is an ambiguity in what it means to prevent $H$ observations: it could mean hiding $H$ actions in process $P \setminus H$, but it could also mean interleaving with arbitrary $H$ actions in order to make $H$ communications ambiguous, using the CSP interleaving operator $\mid\mid$. Roscoe proposes two properties which differ by how $H$ actions are hidden:

**Definition 9** (Trace Invariance in CSP notations). A process $P$ is eagerly trace invariant if
\[
s, s' \in \text{Seq}(P) \land L = s' \setminus L \Rightarrow \text{Seq}(P/s) \setminus H = \text{Seq}(P/s') \setminus H
\]
and is lazily trace invariant if
\[
s, s' \in \text{Seq}(P) \land L = s' \setminus L \Rightarrow \text{Seq}(P/s) \mid\mid \text{Run}_H = \text{Seq}(P/s') \mid\mid \text{Run}_H
\]
where $\text{Run}_H$ is a process that always can do any $H$ action. Note that the equality condition in the conclusion is an equality between the sets of possible behaviours of the two processes.

Notice that Roscoe’s lazy trace invariance is stronger than eager trace invariance. This has been proved by Roscoe [16].

**3.2.2 In our model**

Once again the definitions implicitly quantify over all possible scheduling policies.

Roscoe’s definitions of trace invariance [16] use the notion of behaviour equality, i.e. equality between sets of possible action sequences. Our purpose is to specify this notion for program traces $T$.

Instead of using arbitrary action sequences, we instantiate them as the histories we defined in Section 2.2. Histories are sequences of multi-actions; multi-actions are non-empty sets of actions, reads and writes, for which our model is not precise enough to give an ordering. The fact that some actions are not ordered affects only the granularity of the trace invariance properties. Notice that having only read and write actions limits the environment of programs to the store. This corresponds to the fact that in our model, communication happens via the shared memory (while in Roscoe’s CSP view, processes communicate directly).

For a more complex language and memory, we could consider also other actions. For instance, programs maintain specific information for each procedure call, often called activation records. We could consider each entry and exit sequence as
an action, since they provide additional information about the behaviour of the program.

The rules of the operational semantics (Figure 2.1) ensure that if \( \langle S, \mu \rangle \Downarrow T \), the sequence of actions that program \( S \) has communicated after \( i \) steps corresponds to the history \( T(hist)_i \).

The definitions of eager and lazy trace invariance we propose below capture the same idea as Roscoe’s original definitions given in CSP. However, we do not prove them equivalent. This would require that we unify our common program model with the trace model of CSP.

**Eager trace invariance**

We use \( \text{L-Actions} \) to denote the set of actions involving \( L \) variables.

**Definition 10** (Eager trace invariance). A statement \( S \) is eagerly trace invariant w.r.t. \( L \) if

\[
\forall \text{hist, hist}' \in \text{Hist}. \text{hist} = |\text{L-Actions} \text{hist}' \Rightarrow
\]

\[
\forall c' \in \text{reach}(S, \text{Store}, \text{hist}). \forall T \in \text{Trace}. c \Downarrow T \Rightarrow
\]

\[
\exists c \in \text{reach}(S, \text{Store}, \text{hist}'). \exists T' \in \text{Trace}.
\]

\[
c' \Downarrow T' \land (\forall m' \in \mathbb{N}. \exists n' \in \mathbb{N}. T(hist)m = |\text{L-Actions} T'(hist)n')
\]

Thus if \( c \) and \( c' \) are intermediate configurations of two executions starting with \( S \), and if these two executions have communicated the same low actions when they reach \( c \) and \( c' \) respectively, then for all executions starting with \( c \) (\( T \) in the formula), there is an execution (\( T' \)) starting in \( c' \) that can communicate the same low actions.

Note that the set \( \text{reach}(S, \text{Store}, \text{hist}) \) represents the subsequent behaviour of all executions of \( S \) which have communicated \( \text{hist} \) so far, and that it does not depend on a particular initial configuration. That is why we consider the set of configurations reachable from \( \text{Store} \).

For a similar reason, it is not possible to find a one-step recursive definition equivalent to eager trace invariance. This would require that for any two configurations \( c_1 \) and \( c_2 \) that can communicate low-equivalent multi-actions by taking the steps \( c_1 \to c_2 \) and \( c_1' \to c_2' \), the resulting configurations \( c_1' \) and \( c_2' \) should also be able to communicate the same multi-actions, which has no reason to be.

**Lazy trace invariance**

Lazy trace invariance is more difficult to express. Indeed, which statement has the behaviour of \( (P/\text{seq})\||\text{Run}_H \) (in CSP notation)? To model this, we introduce a statement whose execution has the effect to assign an arbitrary value to all \( H \) variables. We denote this statement as \( HH \) (“havoc on \( H \)”), following Joshi and Leino [13]. How this statement is built from the constructions in our programming language does not really matter (but it can be done using parallel composition, the assignment operator and a random value generator for the right-hand expression of the assignments), we just assume that it satisfies the following specification:

Thus if \( c \) and \( c' \) are intermediate configurations of two executions starting with \( S \), and if these two executions have communicated the same low actions when they reach \( c \) and \( c' \) respectively, then for all executions starting with \( c \) (\( T \) in the formula), there is an execution (\( T' \)) starting in \( c' \) that can communicate the same low actions.
∀μ, μ′ ∈ Store. μ|_L = μ′|_L ⇒ (HH, μ) →⁺ ⟨ϵ, μ′⟩

Definition 11 (Lazy trace invariance). A statement S is lazily trace invariant w.r.t. L if

∀hist, hist′ ∈ Hist. hist = hist′ |_L-Actions ⇒
∀c ∈ reach(S, Store, hist). ∀T ∈ Trace. (prog(c) ⊥ HH, store(c)) ↓ T ⇒
∃c′ ∈ reach(S, Store, hist′). ∃T′ ∈ Trace.
⟨(prog(c′)) ⊥ HH, store(c′)⟩ ↓ T′ ∧ (∀m ∈ N. ∃n ∈ N. T(hist)_m = T′(hist)_n)

Thus if c and c′ are intermediate configurations of two executions starting with S, and if these two executions have communicated the same low actions when they reach c and c′ respectively, then for all executions starting with c, with interleaving of arbitrary assignments on H variables (T in the formula), there is an execution (T′) starting in c′, with interleaving of H assignments too, that can communicate the same actions.

Contrary to eager trace invariance, the equality of histories in the conclusion is considered w.r.t. the whole set of actions Action. Since H actions have become ambiguous, there is no need to hide them anymore.

Comparison between eager and lazy trace invariance
Lazy trace invariance will explore paths that are theoretically unaccessible for a given statement. Consider for instance the following program:

Program 8.

h := 0; if (h = 1) then l := h′ else ϵ

When run in a non-concurrent context, Program 8 will never reach a configuration c such that

prog(c) = l := h′

Program 8 is eagerly trace invariant but not lazily trace invariant. By allowing changes to H variables, the statement prog(c) ⊥ HH might reach the unsecure assignment nested in the if construct, and the program will be rejected by the lazy trace invariance property. This can be considered as taking into account arbitrary high-modifications done by the parallel execution of other programs.

Compositionality
Further, both eager and lazy trace invariance are not compositional since nothing guarantees that these properties still hold after an arbitrary modification of the low store. We can illustrate this with Program 4. Both threads of this program are eagerly and lazily trace invariant, but the composition of them is neither eagerly nor lazily trace invariant. This can be shown by giving two traces for which the explicit flow is reached with different values of h′ and proving that the configurations reachable from the corresponding histories are not equivalent.
Possibilistic property
Eager and lazy trace invariance do not reject Program 5 (on page 18), since this program can do the same actions, whatever the value of \( h \) is. We have already seen that this program is unsecure if the attacker can exploit probabilities. Thus eager trace invariance and lazy trace invariance are both possibilistic properties.

3.3 Probabilistic Non-Interference

Volpano and Smith’s formulation of Non-Interference is described directly in terms of the operational semantics ([20], 1998), so, taking a few restrictions into account, their definition can be reformulated directly in terms of our model. They use a stochastic matrix, which is only defined for programs with a finite state-space. In particular, this implies that the set of initial stores must be finite. However, later we will show how we can manipulate the definition to lift this restriction.

Original definition

The definitions below are given for a statement \( S \), a scheduling policy \( \sigma \) and a set of possible initial stores \( \text{Store}_\text{init} \). Where possible, we will leave these implicit.

Once again, we need to consider the set of reachable configurations. However, here we are just interested in the set of configurations reachable from a statement \( S \) and a set of possible initial stores \( \text{Store}_\text{init} \), denoted \( \text{reach}(S, \text{Store}_\text{init}) \). Formally, this is defined as the union of the states reachable for all possible histories. That is, according to our conventions

\[
\text{reach}(S, \text{Store}_\text{init}) = \bigcup_{\text{hist} \in \text{Hist}} \text{reach}(S, \text{Store}_\text{init}, \text{hist})
\]

If \( \text{reach}(S, \text{Store}_\text{init}) \) is infinite, we cannot define the stochastic matrix, thus Volpano and Smith’s definition of Non-Interference cannot be used directly. Therefore, for now, let us assume that \( \text{reach}(S, \text{Store}_\text{init}) \) is finite (notice that this implies that \( \text{Store}_\text{init} \) is finite too, since \( \text{Store}_\text{init} \subset \text{reach}(S, \text{Store}_\text{init}) \)). Let \( n \) be the cardinal of the set \( \text{reach}(S, \text{Store}_\text{init}) \) and let \( c_0, c_1, c_2, \ldots, c_{n-1} \) denote its elements.

Definition 12 (Stochastic Matrix). \( \text{Stoch}^{\text{Store}_\text{init}}_{S, \sigma} \) is the \( n \times n \) matrix defined by

\[
\text{Stoch}^{\text{Store}_\text{init}}_{S, \sigma}(i, j) = p_\sigma(c_i \rightarrow c_j)
\]

where \( p_\sigma(c_i \rightarrow c_j) \) means the conditional probability that “\( c_i \rightarrow c_j \) occurs”, given that “the current configuration is \( c_i \)”, w.r.t. the scheduling policy \( \sigma \).

We define the following rules to compute \( p_\sigma(c_i \rightarrow c_j) \), recursively on the struc-
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Definition 14 (Probabilistic Non-Interference)

Let $S$ be a program and $c$ be a configuration. A program $S$ is probabilistically non-interfering w.r.t. the security level $L$ if

$$
\forall c_1, c_2 \in Store \text{ such that } S, c_1 \models S, c_2 \models S \Rightarrow \text{Reach}(S, Store) = \text{finite}
$$


A statement $u$ is a row vector of size $n$ such that $u[i]$ represents $p_{\sigma}(c_i)$, the probability of being in configuration $c_i$. We use $Dist$ to denote the set of distributions.

$Dist_{\text{init}}$ is the set of distributions for which each configuration with a non-null probability has program $S$ and a store in $Store_{\text{init}}$. This can be defined formally as follows:

$$
Dist_{\text{init}}(S, Store_{\text{init}}) = \left\{ u \in Dist \mid \forall i \in [0..n-1], u[i] \neq 0 \Rightarrow \text{prog}(c_i) = S \land \text{store}(c_i) \in Store_{\text{init}} \right\}
$$

Volpano and Smith define equivalence of distributions as follows: “distributions $u$ and $u'$ are equivalent if and only if they are equal after high variables are projected out” [20]. This can be defined as a generalization of store indistinguishability in our model.

Definition 13 (L-Equivalence on distributions). Two distributions $u$ and $u'$ are L-equivalent, denoted $u \sim_L u'$ if:

$$
\forall s \in Store, \sum_{i \in [0..n], \text{store}(c_i) \approx_L s} u[i] = \sum_{i \in [0..n], \text{store}(c_i) \approx_L s} u'[i]
$$

We can now give the definition of probabilistic Non-Interference:

Definition 14 (Probabilistic Non-Interference). A statement $S$ and a set of initial stores $Store_{\text{init}}$, such that $\text{reach}(S, Store_{\text{init}})$ is finite, is probabilistically non-interfering w.r.t. the security level $L$ if

$$
\forall u, u' \in Dist. u \sim_L u' \Rightarrow u \times Stoch_{S,\sigma}^{Store_{\text{init}}} \sim_L u' \times Stoch_{S,\sigma}^{Store_{\text{init}}}
$$
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By construction of \( \text{Stoch}^{\text{Store}_{\text{init}}} \), distribution \( u \times \text{Stoch}^{\text{Store}_{\text{init}}} \) is the distribution obtained from distribution \( u \) after one step. Thus this definition says that transitions should preserve the \( L \)-equivalence relation on \( \text{Dist} \).

Completeness

Notice that Definition 14 of Non-Interference ranges over all possible distributions. This makes one wonder if this definition is not too strong. Indeed, it rejects intuitively secure programs such as Program 3, as shown in Example 7 below.

Example 7.

\[
\begin{align*}
1 : & \texttt{true} \\
2 : & \texttt{false}
\end{align*}
\]

Let

\[
\text{Store}_{\text{init}} = \{ [l \mapsto \texttt{false}] \}
\]

be the set (here a singleton) of initial stores. The accessible configurations are:

\[
\begin{array}{l}
\langle 1 : \texttt{true} \mid 2 : \texttt{false} , [l \mapsto \texttt{false}] \rangle & (c_0) \\
\langle 1 : \texttt{true} \mid [l \mapsto \texttt{false}] \rangle & (c_1) \\
\langle 1 : \texttt{false} , [l \mapsto \texttt{true}] \rangle & (c_2) \\
\langle \epsilon , [l \mapsto \texttt{false}] \rangle & (c_3) \\
\langle \epsilon , [l \mapsto \texttt{true}] \rangle & (c_4)
\end{array}
\]

The stochastic matrix associated to the initial configuration \( c_0 \) is:

\[
\text{Stoch}_{c_0} = \begin{pmatrix}
0 & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

There are only three possible distributions reachable from \( c_0 \), which are:

\[
\begin{align*}
u_0 & = (1 \ 0 \ 0 \ 0 \ 0) \quad \text{(initial distribution)} \\
u_1 & = (0 \ \frac{1}{2} \ \frac{1}{2} \ 0 \ 0) \quad \text{(in one step)} \\
u_2 & = (0 \ 0 \ 0 \ \frac{1}{2} \ \frac{1}{2}) \quad \text{(in two steps)}
\end{align*}
\]

As \( c_0 \) is our only initial configuration, \( u_0 \) is the initial distribution. Definition 14 requires that \( u \times \text{Stoch}^{\text{Store}_{\text{init}}} \sim_L u' \times \text{Stoch}^{\text{Store}_{\text{init}}} \) holds for every two \( L \)-equivalent distributions, including those that are unreachable. Now, let us consider the following unreachable distributions:

\[
\begin{align*}
u & = (0 \ \frac{1}{2} \ 0 \ 0 \ \frac{1}{2}) \\
u' & = (0 \ 0 \ \frac{1}{2} \ \frac{1}{2} \ 0)
\end{align*}
\]
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According to the definition of L-equivalence for distributions, \( u \sim_L u' \) (the probability that the store is \([l \mapsto \text{true}]\) is the same for \( u \) and \( u' \)). But

\[
\begin{align*}
  u \times \text{Stoch}_{c_0} &= (0 \ 0 \ 0 \ 0 \ 1) \\
  u' \times \text{Stoch}_{c_0} &= (0 \ 0 \ 0 \ 1 \ 0)
\end{align*}
\]

and those two last distributions are not L-equivalent (the store is \([l \mapsto \text{true}]\) in \( u \times \text{Stoch}_{c_0} \) and \([l \mapsto \text{false}]\) in \( u' \times \text{Stoch}_{c_0} \)), so the probabilistic Non-Interference property does not hold, even though this program does not handle any high variables.

**Compositionality**

Notice that Example 7 also makes it clear that probabilistic Non-Interference is not compositional.

**Variant**

To avoid rejecting completely innocent programs, we propose an alternative definition which does not take into account unreachable distributions. We know that the set of reachable distributions is:

\[
\{ u \times (\text{Stoch}_{\text{Store}_{\text{init}}})^i \mid u \in \text{Dist}_{\text{init}}, i \in \mathbb{N} \}
\]

This enables us to give a new definition directly:

**Definition 15** (Corrected probabilistic Non-Interference). A statement \( S \) and a set of initial stores \( \text{Store}_{\text{init}} \), such that reach\( (S, \text{Store}_{\text{init}}) \) is finite, have the (corrected) probabilistic Non-Interference property if

\[
\forall u, u' \in \text{Dist}_{\text{init}}, u \sim_L u' \Rightarrow \\
\forall i \in \mathbb{N}. u \times (\text{Stoch}_{\text{Store}_{\text{init}}})^i \sim_L u' \times (\text{Stoch}_{\text{Store}_{\text{init}}})^i
\]

Thus any pair of distributions reachable from a pair of L-equivalent distributions after \( i \) steps should be L-equivalent too.

The scenario described in the last example cannot be reproduced with this definition, since \( \text{Dist}_{\text{init}} = \{ u_0 \} \) and the two distributions, \( u \times \text{Stoch}_{c_0} \) and \( u' \times \text{Stoch}_{c_0} \), are not equal to \( u_0 \times (\text{Stoch}_{c_0})^i \) for any \( i \).

**Probabilistic property**

Program 5 and Program 9 are correctly rejected by both the original and the corrected probabilistic Non-Interference property:

**Program 9.**

\[
(\text{if } (h) \text{ then } l := \text{true else } \epsilon) \mid_p (l := \text{true } \mid_p l := \text{false})
\]

Notice that observational determinism and the trace invariance properties discussed above also reject Program 9. In contrast, only a probabilistic analysis rejects Program 5, the possibilistic definitions do not reject it.
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Formulation with traces

For each $i \in \mathbb{N}$, we consider $T_i$ to be a random variable. Its distribution is denoted by $\text{dist}(T_i)$. In order to link the stochastic matrix to the trace model, notice that

$$\text{dist}(T_0) = u \Rightarrow p_\sigma(T_i = c_j) = (u \times (\text{Stoch}_{S,\sigma}^\text{Store\initial}))^i[j]$$

Thus, if a trace $T$ has an initial configuration whose distribution is $u$, the $i$th element of $T$ is equal to $c_j$ with probability $(u \times (\text{Stoch}_{S,\sigma}^\text{Store\initial}))^i[j]$. We rewrite this as follows:

$$p_\sigma(T_i = c_j \mid \text{dist}(T_0) = u) = (u \times (\text{Stoch}_{S,\sigma}^\text{Store\initial}))^i[j]$$

By definition of L-equivalence on distributions, the conclusion of Definition 15 is equivalent to:

$$\forall i \in \mathbb{N}. \forall s \in \text{Store}. \sum_{j \in [0..n-1], \text{store}(c_j) \approx_L s} (u \times (\text{Stoch}_{S,\sigma}^\text{Store\initial}))^i[j] = \sum_{j \in [0..n-1], \text{store}(c_j) \approx_L s} (u' \times (\text{Stoch}_{S,\sigma}^\text{Store\initial}))^i[j]$$

Thus it can be reformulated as follows:

$$\forall i \in \mathbb{N}. \forall s \in \text{Store}. \sum_{j \in [0..n-1], \text{store}(c_j) \approx_L s} p_\sigma(T_i = c_j \mid \text{dist}(T_0) = u)) = \sum_{j \in [0..n-1], \text{store}(c_j) \approx_L s} p_\sigma(T_i = c_j \mid \text{dist}(T_0) = u'))$$

As the definition we obtain does not involve the stochastic matrix, we can extend it to the more general case where the set of initial stores and the set of reachable configurations can be infinite. We obtain Definition 16 which applies to programs with an infinite state space.

**Definition 16 (Extended probabilistic Non-Interference).** A statement $S$ has the (corrected, extended) probabilistic Non-Interference property if

$$\forall u, u' \in \text{Dist}. u \sim_L u' \Rightarrow \forall i \in \mathbb{N}. \forall s \in \text{Store}. \sum_{c \in \text{Config}, \text{store}(c) \approx_L s} p_\sigma(T_i = c \mid \text{dist}(T_0) = u)) = \sum_{c \in \text{Config}, \text{store}(c) \approx_L s} p_\sigma(T_i = c \mid \text{dist}(T_0) = u'))$$

This definition says that, for any pair of L-equivalent distributions $(u, u')$, for any store $s$, the probability to reach, after a given number of steps $i$, a configuration whose store is L-equivalent to $s$, is the same when starting from distribution $u$ or from $u'$.

We can show that Program 4 (see Subsection 3.1) does not satisfy Definition 16, whereas its two threads do, thus compositionality remains lost.
3.4 Non-Interference based on partial probabilistic bisimulation

Sabelfeld and Sands use the notion of partial probabilistic low-bisimulation to characterize Non-Interference ([18], 2000). They use symmetric and transitive relations, i.e. partial equivalence relations. They propose an alternative definition directly in terms of small-step operational semantics, that we reformulate in our notation. We will also propose a variant that accepts some intuitively secure programs that are rejected by the original definition.

3.4.1 Original property

Traditionally, a bisimulation exists if there is an equivalence relation $R$ on configurations for which, whenever two configurations are related by $R$, if one of them can reach a configuration $c$ in one step, the other must be able to reach a configuration $c'$ in one step such that $cRc'$.

Sabelfeld and Sands extend the notion of bisimulation to probabilistic bisimulation, by adding the requirement that, if $cRd$ and $A$ is a $R$-equivalence class, $c$ and $d$ must have the same probability to reach $A$ in one step.

Then, the authors weaken this definition of probabilistic bisimulation to partial equivalence relations (per). They do this by exploiting the following observation: if $R$ is a per, and $\text{dom}(R)$ denotes the set of configurations on which $R$ is reflective, then $R$ is an equivalence relation on $\text{dom}(R)$. Further, they require that if a configuration participates in $R$, all configurations reachable from this configuration have to be in $\text{dom}(R)$. In this way, they obtain a partial probabilistic bisimulation. Thus a partial probabilistic bisimulation for which $\text{dom}(R) = \text{Config}$ is a probabilistic bisimulation.

**Definition 17** (Partial probabilistic bisimulation on configurations).

A per $R \subseteq \text{Config} \times \text{Config}$ is a partial probabilistic bisimulation on configurations if for all $R$-equivalence classes $A$, and for all $c, d \in \text{Config}$, whenever $cRd$ then

- $\forall A \in \text{Config}/R. c \rightarrow_p A \Rightarrow d \rightarrow_p A$
- $c \rightarrow_0 \text{Config}\setminus\text{dom}(R)$

where $c \rightarrow_p A$ is the equivalent of $\sum_{c' \in A} p_e(c \rightarrow c') = p$ in our model (i.e. the probability to reach a configuration in $A$ from $c$ is $p$).

Sabelfeld and Sands use the notion of partial probabilistic low-bisimulation on statements to give a characterization of probabilistic Non-Interference.

**Definition 18** (Partial probabilistic low-bisimulation on statements). $R$ is a partial probabilistic low-bisimulation on statements if $R \times \approx_L$ is a partial probabilistic bisimulation on configurations.
It is clear that any two configurations related by $R \times \approx_L$ have $L$-equivalent stores.

**Definition 19** (Non-Interference based on low bisimulation). A program $S$ is secure w.r.t. $L$ if there exists a partial probabilistic low-bisimulation on statements $\sim_L$ such that $S \sim_L S$.

We can rephrase the authors’ definition of a partial probabilistic low-bisimulation, expressed directly in terms of the operational semantics, using our notations, as follows:

**Theorem 1.** A per $R$ is a partial probabilistic low-bisimulation on $Stmt$ iff

$$\forall S_1, S_2 \in Stmt. \forall \mu_1, \mu_2 \in Store. (S_1 RS_2 \wedge \mu_1 \approx_L \mu_2 \wedge (S_1, \mu_1) \to (S_1', \mu_1')) \Rightarrow$$

$$\exists S_2' \in Stmt, \mu_2' \in Store. (S_2, \mu_2) \to (S_2', \mu_2') \wedge S_1' RS_2' \wedge \mu_1' \approx_L \mu_2' \wedge$$

$$\sum_{S \in \{S_1'\} \cap L, \mu_1 \approx_L \mu_1'} p_e((S_1, \mu_1) \to (S, \mu)) =$$

$$\sum_{S \in \{S_2'\} \cap L, \mu_2 \approx_L \mu_2'} p_e((S_2, \mu_2) \to (S, \mu))$$

If two configurations have $L$-equivalent stores and programs related by $R$, then if after one step the first can reach a configuration $c$, the second can reach in one step a configuration whose store is $L$-equivalent to $store(c)$ and whose program is related by $R$ to $prog(c)$. Moreover, the probability to reach a configuration whose store is $L$-equivalent to $store(c)$ and whose program is related by $R$ to $prog(c)$ is the same for the first and the second configuration.

**Probabilistic property**

As was already the case for Definition 14, Definition 19 prevents a low-attacker (able to observe only the value of low-variables) to derive information about the value of high-variables from repeated computations, i.e. by exploiting probabilities. For instance, it rejects Program 5. One advantage of this definition over the original definition of Volpano and Smith is that it does not require that the set of initial stores is finite.

**Compositionality**

Concerning compositionality, we can observe that whenever we want to prove that $S_1 RS_2$, where $S_1$ and $S_2$ result from the execution of $S$, we have to consider all pairs of configurations $(S_1, \mu_1)$ and $(S_2, \mu_2)$ where $\mu_1 \approx_L \mu_2$, and not only the configurations where the store results from the execution of $S$. This ensures that this definition is compositional. But, this also implies that this definition rejects programs that might be unsecure if a concurrent modification of $Store_L$ happens, even if they are harmless when run alone. This is for example the case for Program 10, as shown in Example 8.
3.5 KNOWLEDGE OF AN ATTACKER

Example 8. Consider Program 10. It is intuitively secure when run in isolation.

Program 10. \( l := 0; \) if \( (l = 1) \) then \( l := h \) else \( \epsilon \)

Proof Sketch : Definition 19 rejects Program 10. Proof by contradiction. Let

\[
S = l := 0; S_1 \\
S_1 = \text{if} \ (l = 1) \ \text{then} \ l := h \ \text{else} \ \epsilon
\]

Assume there exists an \( R \) such that \( SRS_1 \). Then we must have \( S_1RS_1 \). As for any \( \mu \in \text{Store} \) such that \( \mu(l) = 1 \),

\[
\langle S_1, \mu \rangle \rightarrow \langle l := h, \mu \rangle
\]

we should also have \( (l := h)R(l := h) \), which is false (this is shown easily by choosing two stores with the same value for \( l \), and different values for \( h \)).

3.4.2 Variation

The last example leads us to give a variation where only reachable configurations have to belong to pairs contained in the relation. Thus we loose compositionality, but programs such as Program 10 are accepted.

This definition does not use a partial probabilistic low-bisimulation (on statements), but only partial probabilistic bisimulation on configurations as defined by Definition 17.

Definition 20 (Non-Interference based on bisimulation on configurations). A statement \( S \) is secure w.r.t. \( L \), denoted \( \sim^c_L S \), if there exists a partial probabilistic bisimulation \( R_c \) on Config such that

\[
R_c \Rightarrow \approx_L \land \\
\forall \mu, \mu' \in \text{Store.} \ \mu \approx_L \mu' \Rightarrow \langle S, \mu \rangle R_c \langle S, \mu' \rangle
\]

With this definition, Program 10, in isolation, is not rejected. However it is rejected when composed with program \( l := 1 \). Thus this definition is not compositional.

3.5 Knowledge of an attacker

Askarov and Sabelfeld introduce the notion of knowledge of an attacker ([2], 2007), and use it to characterize Non-Interference. Their definition does not consider infinite executions, thus it is defined only for terminating programs. We extend our model in order to re-express this definition, and then we consider possible definitions that take into account non-termination.
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The notion of knowledge

The attacker is assumed to observe the projection of the store on $Store_L$ for the initial configuration and after each step. He can also observe the termination of an execution. The knowledge of an attacker is expressed as the set of stores that are possible initial stores w.r.t. what he has observed so far of an execution. With each new step, this set can only shrink. Notice that what an attacker actually knows is that the stores that are not in this set cannot produce what he has observed, thus his knowledge about the initial store increases as the set called "knowledge" shrinks.

The authors give a formal definition of Non-Interference using this notion. In the following, we rephrase what interests us using program traces and our conventions, adding the intermediate notion of trace-knowledge.

Definition 21. The trace-knowledge ($TK$) associated to statement $S$, initial $L$ store $\mu_L^{init} \in Store_L$ and sequence seq of $L$ stores is

$$TK(S, \mu_L^{init}, seq) = \begin{cases} T_0T_1 \ldots T_i & \forall j. 0 \leq j \leq i-1 \Rightarrow T_j \rightarrow T_{j+1} \land \\
\text{store}(T_0)|_L = \mu_L^{init} \land \\
\text{store}(T_1)|_L \ldots \text{store}(T_i)|_L = \text{seq} \end{cases}$$

This set contains all (finite) traces that correspond to low observations. Until now, we have used $T$ to denote an infinite sequence of successive configurations (an element of Trace). In the sequel of this section, we abuse the notation and allow $T$ to denote finite traces.

The knowledge corresponding to a particular trace-knowledge is the set of (full) stores for all initial configurations.

Definition 22. The knowledge associated to statement $S$, initial $L$ store $\mu_L^{init} \in Store_L$ and sequence seq of $L$ stores is

$$K(S, \mu_L^{init}, seq) = \{ \mu | \exists T \in TK(S, \mu_L^{init}, seq) \land \mu = \text{store}(T_0) \}$$

The sequence seq denotes what the attacker has observed during the execution. It is augmented with one element after each step. The initial knowledge is $K(S, \mu_L, \emptyset)$.

Let us see a simple example from AsKarov and Sabelfeld.

Example 9. All variables are natural numbers. Consider the following assignment:

Program 11.

$$l := h_1 + h_2$$

For all $\mu_L^{init} \in Store_L$, the knowledge before execution is

$$K(S, \mu_L^{init}, \emptyset) = \{ \mu \in Store | \mu_L = \mu_L^{init} \}$$

After the assignment, if for instance the $L$ store is $[l \mapsto 3]$, then the knowledge is

$$K(S, \mu_L^{init}, [l \mapsto 3]) = \{ \mu \in Store | \mu_L = \mu_L^{init} \land \mu(h_1) + \mu(h_2) = 3 \}$$
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Trace-knowledge in our model

We extend configurations with trace-knowledge, and show how to update the rules of our operational semantics to update the trace-knowledge. In the sequel, \(\langle S, \mu,TK\rangle\) denotes the configuration \(\langle S, \mu\rangle\) with trace-knowledge \(TK\). We define the accessor function \(knowl\), that extracts the trace-knowledge from a configuration and returns the corresponding knowledge.

\[
knowl((S_1, \mu_1, TK(S_1, \mu_{init}^{init}, seq))) = K(S_1, \mu_1^{init}, seq)
\]

The initial trace-knowledge associated to configuration \(\langle S, \mu\rangle\) is

\[
TK(S, \mu|L, \emptyset) = \{\langle S, \mu'\rangle | \mu'|L = \mu|L\}
\]

Thus, given a program \(S\) and a store \(\mu\), all executions start with the following extended configuration:

\[
\langle S, \mu, \{\langle S, \mu'\rangle | \mu'|L = \mu|L\}\rangle
\]

To simplify the notation, we will write this last configuration \(\langle S, \mu, TK_0\rangle\).

The rule to update the trace-knowledge is given by

\[
\frac{(S, \mu) \rightarrow (S', \mu')}{(S, \mu, TK) \rightarrow (S', \mu', TK')}
\]

where

\[
TK' = \{T . \langle S, \mu'\rangle | \mu' \approx_L \mu' \land T_{|T|-1} \rightarrow (S, \mu)\}
\]

This construction has the following invariant: if \(c \Downarrow T\) and \(T = (S, \mu, TK)\), then

\[
\forall T' \in TK, |T'| = i + 1
\]

Knowledge and Non-Interference

We would expect non-interfering statements to be the statements for which \(K(S, \mu_{init}^{init}, \emptyset)\) is a subset of \(K(S, \mu_{init}^{init}, seq)\) for any sequence \(seq\) that can perform \(S\) (i.e. the attacker can learn nothing new from low observations). Indeed, if there is a store \(\mu'\) which belongs to \(K(S, \mu_{init}^{init}, \emptyset)\) (thus \(\mu'|L = \mu_{init}^{init}\)), but does not belong to \(K(S, \mu_{init}^{init}, seq)\), this means that the observation of \(seq\) has permitted to infer that the initial high store was not \(\mu'|H\).

By adding the requirement that, if two executions start in \(L\) equivalent stores, they both terminate or they both diverge, we would obtain a termination sensitive definition of Non-Interference. However, Askarov and Sabelfeld propose a termination insensitive definition and consider only initial configurations that lead to
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termination. Therefore, they introduce the notion of initial knowledge about ter-
minal. In our notation:

**Definition 23.** The initial knowledge about termination w.r.t. statement $S$ and initial L store $\mu^\text{init}_L$ is

$$K_{\text{term}}(S, \mu^\text{init}_L) = \left\{ \mu \in \text{Store} \mid \mu|_L = \mu^\text{init}_L \land \exists T \in \text{Term.} \langle S, \mu \rangle \Downarrow T \right\}$$

Thus $K_{\text{term}}(S, \mu^\text{init}_L)$ contains all possible initial stores from which $S$ can terminate.

Now we can give the authors’ definition of Non-Interference in the knowledge-based setting using our notation:

**Definition 24.** A statement $S$ is non-interfering with respect to $L$ if

$$\forall \mu \in \text{Store.} \forall T \in \text{Term.} \langle S, \mu, TK_0 \rangle \Downarrow T \Rightarrow \forall i \in \mathbb{N}. K_{\text{term}}(S, \mu|_L) \subset \text{knowl}(T_i)$$

Thus suppose that $T$ is a terminating trace, then in each configuration of $T$ the knowledge about the initial store should never be more precise than the knowledge that the trace will terminate.

One advantage of this definition is that it can be extended to define gradual release, by allowing the knowledge to shrink at release events. Gradual release is a policy introduced by Askarov and Sabelfeld in order to unify declassification, encryption and key release policies. Indeed, Non-Interference is too restrictive to express that, for instance, some private data might become public for a specific user, or after a release date.

The main drawback of this property is that it considers only initial configurations that can lead to termination. A property is said to be termination-insensitive when it assumes that the attacker does not learn anything from observing that an execution terminates or not. Here the attacker is assumed not to learn anything at all from an execution that cannot terminate, which is a stronger hypothesis.

**Definition for reactive programs**

The last definition is sufficient if we consider only “computing” programs, but cannot be used for reactive programs, that typically do not terminate.

An easy way to adapt it, is to accept that the attacker may learn information from program termination. Then we obtain another termination insensitive version:

**Definition 25.** A statement $S$ is (TI) non-interfering with respect to $L$ if

$$\forall \mu \in \text{Store.} \forall T \in \text{Trace.} \langle S, \mu, TK_0 \rangle \Downarrow T \Rightarrow \forall i \in \mathbb{N}. K(S, \mu|_L, \emptyset) \subset \text{knowl}(T_i)$$
Thus the knowledge in $T$ should never be more precise than the initial knowledge.

We could also give a termination sensitive version:

**Definition 26.** A statement $S$ is (TS) non-interfering w.r.t. $L$ if

1. $\forall \mu \in \text{Store. } \forall T \in \text{Trace. } (S, \mu, TK_0) \Downarrow T \Rightarrow \forall i \in \mathbb{N}. K(S, \mu_L, \emptyset) \subset \text{knowl}(T_i)$

2. $\forall \mu, \mu' \in \text{Store. } \forall T, T' \in \text{Trace. } \mu \approx_L \mu' \land (S, \mu) \Downarrow T \land (S, \mu') \Downarrow T' \Rightarrow (T \in \text{Term} \iff T' \in \text{Term})$

**Compositionality**

Once again we can use Program 4 to reason about compositionality. This program is rejected by the definitions of this section (the knowledge shrinks when a direct flow happens), whereas its two threads, in isolation, are accepted. Hence Non-Interference in terms of knowledge is not compositional.

**Possibilistic property**

All these definitions are possibilistic definitions. They do not reject an intuitively insecure program such as Program 5, where the attacker can infer $h$’s value from repeated executions.

### 3.6 Comparison of definitions

We compare all proposals introduced in the last section. This could not be achieved before, since they were expressed over different models. We want to reveal all relations of the sort “definition A is stronger than definition B”, in the sense that all programs rejected by B are also rejected by A.

We start with a general discussion about important properties that emerge from the definitions. Second, we give a theoretical comparison of observational determinism with eager and lazy trace invariance. Then we continue with the general comparison, which is example-based. The examples are programs introduced in this text.

#### 3.6.1 Important Characteristics and Properties

In this subsection, we compare the definitions we have seen so far with respect to some important properties of Non-Interference.

**Definitions for concurrent programs**

All proposals are given for concurrent programs. They do not just make sure that private input does not interfere with the final values of public variables, which would be sufficient for sequential programs, but also that intermediate observations of an attacker are described either in terms of intermediate states, or in terms of actions.
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Compositionality

Compositionality is a very important notion in security, since it allows to compose safely secure programs. Any definition that is not compositional is very likely to have a less utility in concurrent programming.

Unfortunately, most of the definitions we have seen are not compositional. This is due to the fact that our intuitive idea of Non-Interference is not compositional either: a program can be intuitively safe when run alone, and leak private data when run in context. Thus we would expect a definition of Non-Interference to accept this program in the first case and reject it in the other. In other words, we do not expect a definition of Non-Interference close to our intuition to be compositional.

Definition 19 is compositional. We have seen that in order to achieve compositionality, we have to reject programs that are not secure under composition. For instance, Example 8 hides an explicit flow.

Possibilistic or probabilistic

We can divide the definitions in two groups: possibilistic and probabilistic definitions. Possibilistic definitions do not distinguish two executions where the same event can happen with two different (non-null) probabilities. In contrast, probabilistic definitions will consider those two executions as different, and thus tend to prevent a low-attacker to infer the value of $H$ variables from repeated computations. Therefore, we cannot compare possibilistic definitions with probabilistic definitions since they do not assume the same distinction abilities from the attacker.

For any probabilistic definition, it is important to know whether it assumes a random scheduling policy or whether it requires that one explicitly states the scheduling policy ($\sigma$ in our model). A definition with a random scheduling policy is independent from the scheduler. In general, an application is not intended for a specific scheduling policy. Thus definitions which require the scheduling policy to be explicitly specified are of limited utility.

3.6.2 Observational determinism versus eager/lazy trace invariance

We show that observational determinism and eager/lazy trace invariance cannot be related. Program 3 is eagerly trace invariant but not observationally deterministic and Program 12 is observationally deterministic but not eagerly trace invariant. This is due to the gap between actions (here given by the histories) and stores.

Let us consider Program 3. We have already shown that it is not observationally deterministic. Any history of an execution of Program 3 is a prefix of one of these histories:

$h_1 = \{write_1, true\}\{write_2, false\}$
$h_2 = \{write_1, false\}\{write_2, true\}$

In this case, two histories are equal $w.r.t.$ $L$-Actions if and only if they are equal. Thus the conclusion of eager trace invariance holds since $\equiv_{L-Actions}$ is an equivalence
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relation. Program 3 is eagerly trace invariant (and actually this is the case for any program which does not involve H variables).

Let us consider the following program.

Program 12.

\[
\begin{align*}
l &:= \text{true}; \\
\text{if } (h) \text{ then } (\text{if } (l) \text{ then } \varepsilon \text{ else } \varepsilon) \text{ else } \varepsilon
\end{align*}
\]

Program 12 is observationally deterministic and can produce these two histories after two steps:

\[
\begin{align*}
\text{hist} &= \{\text{write}_{l,\text{true}}\}\{\text{read}_{h,\text{true}}\} \\
\text{hist}' &= \{\text{write}_{l,\text{true}}\}\{\text{read}_{h,\text{false}}\}
\end{align*}
\]

They are equal w.r.t. L-Actions, but configurations reachable after hist can produce the following history

\[
\text{hist}'' = \{\text{write}_{l,\text{true}}\}\{\text{read}_{h,\text{true}}\}\{\text{read}_{l,\text{true}}\}
\]

and there is no history produced by any configuration reachable after hist' which is equal to hist'' w.r.t. L-Actions. Thus Program 12 is not eagerly trace invariant.

We have shown that observational determinism and eager trace invariance cannot be related. Observational determinism and lazy trace invariance are not related either (Program 12 is not eagerly trace invariant, so it is not lazily trace invariant and Program 3 is also lazily trace invariant).

3.6.3 Comparison for a set of examples

Table 3.1 (on page 40) indicates for a set of programs if they are accepted (a) or rejected (r) by the main definitions we have presented in this chapter. Most programs have already been used to illustrate one of these definitions. However we do not prove these results, since there are too many cases. For instance, Subsection 3.6.2 provides a proof for two of these cases.

Here are some remarks concerning the table. The first remarks are specific to some properties. Next we give more general remarks.

- If a program does not involve any high variable, then \(\text{Id}_{\text{Stmt}}\) is a partial probabilistic low-bisimulation on Stmt. Thus this program is accepted by Definition 19. This explains parts of the results for this definition.

- If a program does not involve any high variable, then the knowledge of an attacker is total from the beginning, thus it cannot grow and the Non-Interference property given in terms of knowledge (Definition 25) holds trivially.

- If a program does not involve any high variable, the relation \(=_{L-\text{Actions}}\) on histories is the identity relation. As we have already seen in an example with Program 3, in this case the conclusions of the eager and lazy trace invariance properties (Definitions 10 and 11) hold trivially.

37
CHAPTER 3. COMPARISON OF PROPOSALS

Note that it is not useless to check that programs involving only low variables are not rejected, see for instance the columns corresponding to observational determinism (Definition 6) and probabilistic Non-Interference (Definition 14).

About the division in possibilistic and probabilistic definitions, we can remark that Program 5 is accepted by all possibilistic definitions, whereas it is correctly rejected by all probabilistic definitions. Generally speaking, probabilistic definitions are stronger than possibilistic definitions, since they assume a stronger attacker.

The last column indicates our intuition. Notice that it is not always possible to decide if a program is intuitively secure or not, even given a model of the execution of programs. For instance the answer depends on whether one wants a compositional definition (see Program 8). It also depends on how one takes time aspects into account (see Program 12).

Conclusion for the comparison First of all, notice that it only makes sense to compare possibilistic definitions with other possibilistic definitions (and similarly for probabilistic definitions). We are mainly interested in relations between original proposals. The table shows that for any two definitions A and B, there exists a program accepted by A and rejected by B. Thus we conclude that all proposals are incomparable.

This comparison also suggests that observational determinism (6) and the original version of probabilistic Non-Interference (14) reject too many intuitively secure non-deterministic programs. The trace invariance properties (10, 11) and Non-Interference in terms of knowledge (25) are closer to our intuitive definition, but do not consider probabilistic attacks. Moreover, the latter requires to compute the set called “knowledge” in order to perform verification. Finally, Non-Interference in terms of bisimulation (19) both matches our intuition of secure information flow and prevents the attacker from exploiting probabilities. In addition, this property is compositional.

3.7 Other related work

The security community has achieved an important body of work around Non-Interference, and it was not possible to cover all aspects in our comparison. This section addresses related work about security type systems and abstract interpretation of Non-Interference.

3.7.1 Language based definitions

Probabilistic Non-Interference [20] and Non-Interference in terms of partial probabilistic bisimulation [18], presented in this text, were introduced by the authors along with a security type system to enforce them. Boudol and Castellani ([4], 2002) propose a less restrictive type system than the one presented by Volpano and Smith [20]. Sabelfeld and Sands’s type system improves on earlier type systems
3.7. OTHER RELATED WORK

and is scheduler independent [18]. Their work has led to elegant static verification methods, but also to a better understanding of the impact of concurrency on Non-Interference and of the different mechanisms of information flow.

3.7.2 Low-view bisimulation

Sabelfeld and Sands' definition of Non-Interference is given in terms of partial probabilistic low bisimulation. However, there also exist definitions of Non-Interference in terms of bisimulation which are not probabilistic. For instance, Busi and Gorrieri give several proposals for Non-Interference based on low-view bisimulation ([5], 2004). Since bisimulations provide an elegant way to define equivalence of behaviour for concurrent programs, it could be interesting to consider such definitions in cases where we are not interested in probabilistic analyses.

3.7.3 Abstract interpretation

Mastroeni and Giacobazzi propose an abstract interpretation of Non-Interference ([9], 2004). It is a weaker notion of Non-Interference that takes into account what an attacker actually observes.

This property is defined for deterministic programs only. They make use of state transformers to capture the semantics of programs. Properties of the low store and high store are represented by upper-closure operators (u.c.o.) on $\mathcal{P}(\text{Store}_L)$ (respectively $\mathcal{P}(\text{Store}_H)$). Such operators are extensive, monotone and idempotent.

The definition of $\eta$-$\phi$-$\rho$ secrecy stipulates that, citing the authors [9],

“when the attacker is able to observe the property $\eta$ of public input and the property $\rho$ of public output, then no information flow concerning the property $\phi$ of private input interferes in the observable property $\rho$ of public output, under the assumption that the public input property $\eta$ does not change.”

At one extreme, taking $\eta = \rho = \text{Id}_{\mathcal{P}(\text{Store}_L)}$, $\phi = \text{Id}_{\mathcal{P}(\text{Store}_H)}$, we obtain the standard definition of Non-Interference for sequential programs.

The main advantage of this notion is that we can characterize the most concrete attacker for which a program is secure.

Since the definition depends on upper-closure operators, it is difficult to re-express it over our model. Moreover, it has not been applied to concurrent programs. That is why we did not include it in our comparison.
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<table>
<thead>
<tr>
<th></th>
<th>Possibilistic</th>
<th>Probabilistic</th>
<th>intuition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6  7  10  11  25</td>
<td>14  15  19  20</td>
<td></td>
</tr>
<tr>
<td>Prog.1 (low)</td>
<td>R  r  a  a  a a  a  a  a  a a</td>
<td>a  a  a  a a  a  a  a a</td>
<td>secure</td>
</tr>
<tr>
<td>Prog.2</td>
<td>R  r  r  r  r r  r  r  r r</td>
<td>r  r  r  r r  r  r  r r</td>
<td>insecure</td>
</tr>
<tr>
<td>Prog.3 (low)</td>
<td>A  a  A  A  a  R  A  a  a  a</td>
<td>R  A  a  a a  a  a  a a</td>
<td>secure</td>
</tr>
<tr>
<td>Prog.5</td>
<td>A  a  A  A  A A  R  R  R  r</td>
<td>R  R  R  r r  r  r  r r</td>
<td>insecure</td>
</tr>
<tr>
<td>Prog.6 (low)</td>
<td>A  R  a  a  a a  a  a  a  a</td>
<td>a  a  a  a a  a  a  a a</td>
<td>secure</td>
</tr>
<tr>
<td>Prog.8</td>
<td>a  a  A  R  a a  a  a  r  a</td>
<td>a  a  r  a a  a  a  a ?</td>
<td></td>
</tr>
<tr>
<td>Prog.9</td>
<td>r  r  r  r  r r  R  r  r r</td>
<td>r  R  r  r r  r  r  r r</td>
<td>insecure</td>
</tr>
<tr>
<td>Prog.10</td>
<td>a  a  a  a  a a  a  a  a  R</td>
<td>a  a  a  a a  a  a  R a</td>
<td>?</td>
</tr>
<tr>
<td>Prog.12</td>
<td>A  a  R  R  a a  a  a  a  a</td>
<td>a  a  a  a a  a  a  a a</td>
<td>?</td>
</tr>
</tbody>
</table>

Definitions:

6: observational determinism
7: strong observational determinism
10: eager trace invariance
11: lazy trace invariance
25: termination insensitive knowledge-based Non-Interference
14: probabilistic Non-Interference
15: corrected probabilistic Non-Interference
19: Non-Interference based on low bisimulation on Stmt
20: Non-Interference based on bisimulation on Config

Letter “a” means accepted and “r” means rejected.
Upper-case letters (“A” and “R”) correspond to examples discussed in the text, and the tag (low) means that the program only deals with variables in Var_L.

Table 3.1. Accepted and rejected programs by the main definitions.
Part II

Verifying Non-Interference
Chapter 4

Characterization in modal $\mu$-calculus

Up to now, we have seen different definitions that should ensure secure information flow of multi-threaded applications. Another important question is how one can verify that such a definition holds for a program. The traditional approach to the verification of secure information flow is the use of information flow type systems [19, 18, 4]. Assuming that every variable has a security level associated to it, typing rules guarantee that if a program is typable (i.e. if it can be given a type by application of these rules), it does not contain any unsecure flow. Type systems provide an efficient and automatic method to verify secure information flow. Moreover, security type systems are also applicable in a probabilistic context.

However, the use of type systems also has drawbacks. In particular, the method is not precise (some harmless programs cannot be given a type), since it is based on syntactic equality, and does not consider values in context.

Therefore, recently, as an alternative approach, it has been suggested to recast the problem into a standard program verification problem [3] : by composing a program with itself, two different program executions can be compared in a single program specification. We use this approach to recast verification into a model checking problem : as a model we have a product of two (or more) basic models representing a program, and we re-express the Non-Interference property as a temporal logic formula over this composed model. This chapter describes this process for observational determinism and eager trace invariance. However, we first give a more detailed description of the general approach.

Temporal logics have propositions qualified in terms of time. They are useful to state requirements about the behaviour of software systems. Our approach relies on model checkers, i.e. tools that algorithmically verify satisfaction of a temporal logic formula for a given model. An important contribution of our work is to verify Non-Interference for concurrent programs from a temporal logic characterization.
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4.1 Non-Interference by temporal logic

This section describes our general approach and how we have applied it to observational determinism and eager trace invariance, using a temporal logic called modal $\mu$-calculus. First, we introduce temporal logics and give the syntax and semantics of modal $\mu$-calculus.

4.1.1 Temporal logics

Two kinds of temporal logics are distinguished: linear-time logics, which give the ability to reason about one time line only, and branching-time logics, which allow to reason about several time lines. Linear Temporal Logic (LTL, [15]) belongs to the first category, while Computational Tree Logic (CTL, [8]) and modal $\mu$-calculus [14] belong to the second. Both LTL and CTL can be encoded in modal $\mu$-calculus, which is built on top of the Hennessy-Milner Logic (HML), a temporal logic with modalities, by adding fixed point operators.

Earlier experiments have shown that full modal $\mu$-calculus is needed in order to express Non-Interference properties.

4.1.2 Modal $\mu$-calculus

Hennessy-Milner Logic allows to reason about possibilities and necessities, given a labelled transition system. Modal $\mu$-calculus has two more formulae, called fixed point formulae, introduced in order to add recursion to HML. We have added atomic propositions and operators from first order logic to the syntax.

Syntax Let $\text{VarNames}$ be a set of variable names, ranged over by $X$. Let $\text{Act}$ be the set of actions labels, ranged over by $\alpha$, and let $\text{Atoms}$ be the set of atomic propositions, ranged over by $p$. The syntax of modal $\mu$-calculus formulae (w.r.t. to these sets) is given by

$$\Phi ::= \text{tt} | \text{ff} | p | X | \neg \Phi | \Phi \land \Phi | \Phi \lor \Phi | \langle \alpha \rangle \Phi | [\alpha] \Phi | \mu X. \Phi | \nu X. \Phi$$

$\mu X. \Phi$ and $\nu X. \Phi$ are formulae provided that every free occurrence of $X$ in $\Phi$ occurs positively, i.e. within the scope of an even number of negations.

Semantics Labelled transition systems have states related by labelled transitions. Thus a transition is a triple composed of two states and a label, usually denoted $s \xrightarrow{\alpha} s'$. We will give the semantics of modal $\mu$-calculus formulae for image-finite systems. A system is image-finite if for all states $s$ and labels $\alpha$, the set

$$\{s' | s \xrightarrow{\alpha} s'\}$$

is finite. Our programs are within this scope since threads are statically defined (they cannot be spawn during an execution).
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The ⟨⟩ and [ ] operators allow us to express possibility and necessity, respectively. Formula ⟨α⟩Φ holds in state s if there exists a transition, labelled by α, from s to a state s', such that Φ holds in s'. Formula [α]Φ holds in state s if Φ holds after all transitions starting from s and labelled by α.

Fixed point operators provide a semantics for recursion. Since we have image-finite systems, we can use fixed point approximants to define their semantics. Approximants are inductively defined as follows (k ∈ N):

\[ \mu X^0. \varphi \triangleq \text{ff} \]
\[ \mu X^{k+1}. \varphi \triangleq \varphi[\mu X^k. \varphi/X] \]
\[ \nu X^0. \varphi \triangleq \text{tt} \]
\[ \nu X^{k+1}. \varphi \triangleq \varphi[\nu X^k. \varphi/X] \]

The operation that leads from the \( k \)th approximant to the \( k+1 \)th is called “unfolding”. Formula \( \mu X. \varphi \) holds if there exists a \( k \) such that \( \mu X^k. \varphi \) holds. \( \mu \) formulae are used to express liveness properties. Formula \( \nu X. \varphi \) holds if \( \mu X^k. \varphi \) holds for all \( k \). \( \nu \) formulae are used to express safety properties.

Figure 4.1 gives the semantics of modal \( \mu \)-calculus. The symbol s ranges over \( S \). It is given w.r.t. a labelled transition system \( T = (S, \text{Act}, \rightarrow, \lambda) \), where \( \lambda : S \rightarrow 2^{\text{Atoms}} \) is a labelling function. \( \lambda \) allows the use of predicates in formulae. It is possible to do without this labelling function, but we decided to introduce it for easier reading.

4.1.3 Self-composition

The first characterization of a Non-Interference property in temporal logic was given by Barthe et al. ([3], 2004). Their approach is based on self-composition.

Principle

In order to understand why self-composition is needed, we must consider the expressive power of temporal logics. They allow to reason about a single execution of a program model. However, the definitions of Non-Interference we have presented in Chapter 3 involve several executions. For instance, the conclusion of observational
determinism requires indistinguishability of two traces. Thus it is not possible to find a characterization directly.

Self-composition consists in executing the program in parallel with itself, each part of the program having its own store. Barthe et al. show that Non-Interference of two programs with independent stores is equivalent to Non-Interference of the composition of those two programs. Thus it is sufficient to find a characterization of Non-Interference for the self-composed program model. The advantage is that, with a self-composed program model, it is possible to characterize properties such as trace indistinguishability.

Barthe et al. give a definition of Non-Interference which simply analyses the input/output behaviour of the self-composed program (thus this definition cannot prevent unsecure flow if we consider multi-threaded programs). They propose a CTL and a LTL characterization of this property, and perform model checking with the SPIN model checker.

Previous work in the setting of concurrency
Huisman et al. propose a characterization of observational determinism in CTL*, based on self-composition, and prove it correct [12]. CTL* is a logic that subsumes both LTL and CTL. They also propose a characterization directly in modal $\mu$-calculus, but give no proof of its correctness.

None of the proposals of Non-Interference presented in this text has been verified before using model checking. Since there is no readily available model checker for CTL*, Huisman et al. rephrase there CTL* characterization of observational determinism in $\mu$-calculus. But as their model checker (Evaluator, in the CADP tool-set) only supports alternation-free modal $\mu$-calculus, they are forced to modify the formula and model check a stronger property than observational determinism.

Nevertheless, their study indicates that a direct characterization of security properties in modal $\mu$-calculus is probably the more promising approach to achieve model checking.

Following their work, we give a modal $\mu$-calculus characterization of observational determinism and prove it correct. We also give a characterization of eager trace invariance. We have model checked tiny examples for these two properties with the Concurrency Workbench (CWB), a tool that supports model checking for modal $\mu$-calculus. Before giving the characterizations, we recall the syntax and semantics of the modal $\mu$-calculus.

### 4.2 Characterization of observational determinism

This characterization is based on self-composition. We build a program model that describes two independent executions of the program we want to verify, each part with its own store. A state is composed of two configurations (one for each part). This program model is built from the model of Chapter 2.
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4.2.1 Self-composed program model

First we define the set of action labels $\text{Action}_{OD}$ for the model of Chapter 2. Notice that it is different from $\text{Action}$, defined in order to introduce histories, since histories are not important here. Later we will define the set of action labels $\text{Act}$ for our model of self-composed programs.

$$\text{Action}_{OD} = \{c_{x,v} \mid x \in \text{Var} \land v \in \text{dom}(x)\} \cup \{\text{nc}\}$$

For all $x$ in $\text{Var}$, we also define

$$c_x = \{c_{x,v} \mid v \in \text{dom}(x)\}$$

In order to have labelled transitions, we update the operational semantics of Figure 2.1 with actions in $\text{Action}_{OD}$. We use $c_{x,v}$ to label a transition that assigns $v$ to variable $x$, where $v$ is different from $x$’s former value. All other transitions leave the store unchanged and will be labelled with $\text{nc}$ (“no change”). The (assign) rule is updated as follow:

$$\frac{\mu(x) \neq E(\mu) \land v = E(\mu)}{\langle x := E, \mu \rangle \xrightarrow{c_{x,v}} \langle \epsilon, \mu(x \rightarrow v) \rangle}$$

$$\frac{\mu(x) = E(\mu)}{\langle x := E, \mu \rangle \xrightarrow{\text{nc}} \langle \epsilon, \mu(x \rightarrow E(\mu)) \rangle}$$

All other rules that have no premise are labelled with $\text{nc}$. Finally, the rules for parallel and sequential composition inherit the transition label from the action that is executed.

We can now define the labelled transition system $T = (S, \text{Act}, \rightarrow, \lambda)$ on which our characterization is defined.

- The set of states $S$ is $\text{Config} \times \text{Config}$.
- $\text{Act}$ is the set defined by

$$\text{Act} = \{(a)_{j} \mid a \in \text{Action}_{OD} \land j \in \{1, 2\}\}$$

The index $j$ denotes which part of the self-composed program performs the action.

- The transition relation $\rightarrow$ on $S$ is defined from the updated operational semantics:

$$\langle S_1, \mu_1 \rangle \xrightarrow{a_{1}} \langle S_1', \mu_1' \rangle$$

$$\langle S_1, \mu_1 \rangle, \langle S_2, \mu_2 \rangle \xrightarrow{(a)_{1}} \langle (S_1', \mu_1'), (S_2, \mu_2) \rangle$$

$$\langle S_2, \mu_2 \rangle \xrightarrow{a_{2}} \langle S_2', \mu_2' \rangle$$

$$\langle S_1, \mu_1 \rangle, \langle S_2, \mu_2 \rangle \xrightarrow{(a)_{2}} \langle (S_1, \mu_1), (S_2', \mu_2') \rangle$$
Finally $\lambda$ is defined by

$$\lambda((c_1, c_2)) = \{eq_x | x \in \text{Var} \land c_1(x) = c_2(x)\}$$

### 4.2.2 Characterization

In this section, we define Formula $\Phi_{OD}$. We want $\Phi_{OD}$ to characterize observational determinism. First we recall the definition of observational determinism.

**Definition (Observational Determinism).** A program $S$ is observationally deterministic if

$$\forall \mu, \mu' \in \text{Store.} \forall T, T' \in \text{Trace.}$$

$$\mu \approx_L \mu' \land <S, \mu> \Downarrow T \land <S, \mu'> \Downarrow T' \Rightarrow T \approx_L T'$$

We introduce the following sets of actions:

- $(-)_i = \{(a)_i | \exists l \in \text{Var}_L. a = c_l \lor a = nc\}, i \in \{1, 2\}$
- $(\tau_l)_i = \{(a)_i | a \neq c_l\}, i \in \{1, 2\}$

We will also need the following abbreviations:

$$\text{always}^A(\phi) = \nu X. \phi \land (\bigwedge_{a \in A} [a] X)$$

$$\text{finally}^A(\phi) = \mu X. \phi \lor (\bigwedge_{a \in A} [a] X)$$

A state $s$ satisfies formula $\text{always}^A(\phi)$ iff $\phi$ holds along all paths starting from $s$ with transitions labelled in $A$. Next, $s$ satisfies $\text{finally}^A(\phi)$ iff all paths starting from $s$ with transitions labelled in $A$ have a state for which $\phi$ holds. “finally” is also called “eventually” in the literature.

We are now ready to give the definition of Formula $\Phi_{OD}$.

**Definition 27 (Modal $\mu$-calculus characterization of observational determinism).**

$$\Phi_{OD} = (\bigwedge_{l \in \text{Var}_L} \text{eq}_l) \Rightarrow \bigwedge_{l \in \text{Var}_L} \Psi_l$$

$$\Psi_l = \nu R. \text{always}^{(\tau_l)_1}([c_l]_1) (\text{finally}^{(-)_2} (\text{eq}_l) \land \text{always}^{(\tau_l)_2}([c_l]_2 (\text{eq}_l \land R)))$$

Formula $\Phi_{OD}$ says that if the stores of the two parts of the self-composed program model are $L$-equivalent ($\bigwedge_{l \in \text{Var}_L} \text{eq}_l$), then the trace corresponding to the transitions of the first part and the trace corresponding to the transitions of the second part are indistinguishable ($\bigwedge_{l \in \text{Var}_L} \Psi_l$).

Formula $\Psi_l$ characterizes stuttering equivalence for the location traces of $l$. It says that whenever the first part changes $l$’s value ($[[c_l]_1] \ldots$), then

- the second part will finally assign the same value to $l$ (finally$^{(-)_2}$ (eq$_l$))
- if the second part is the only one to take transitions (always$^{(\tau_l)_2}(...)$), after it changes $l$’s value for the first time ($[[c_l]_2] \ldots$), the two stores will be equal and the whole formula will hold again (eq$_l \land R$).
4.2. CHARACTERIZATION OF OBSERVATIONAL DETERMINISM

4.2.3 Correctness of the characterization

We now give the theorem.

**Theorem 2** ($\mu$-Calculus characterization of observational determinism).

A program $S$ is observationally deterministic if and only if, for all stores $\mu$ and $\mu'$,

$$(\langle S, \mu \rangle, \langle S, \mu' \rangle) \models \Phi_{OD}$$

In what follows, “$S$ is observationally deterministic” will be denoted by $\text{Obs.Det.}(S)$.

We introduce two auxiliary lemmas that will be used in the proof of Theorem 2.

**Lemma 1.** Let $A \subseteq \text{Act}$. If $(c, c') \models T \neg\left( \bigwedge_{a \in A} [a] \phi \right)$, and if $c'$ cannot do a transition labelled in $A$, then there exists $a \in A$ such that $(c, c') \xrightarrow{a} (c'', c')$ and $(c'', c') \models T \neg\phi$.

**Lemma 2.** Let $A \subseteq \text{Act}$. If $(c, c') \models T \neg\text{always}^A(\phi)$, and if $c'$ cannot do a transition labelled in $A$, then there exists $i$ and $T \in \text{Trace}$ such that

1. $T_0 = c$
2. $(T_i, c') \models T \neg\phi$
3. $\forall j \in [0, i - 1]. \exists a \in A. (T_j, c') \xrightarrow{a} (T_{j+1}, c')$

Let us prove Lemma 2. The proof of Lemma 1 is similar, but easier.

**Proof of Lemma 2.** Assume that $(c, c') \models T \neg\text{always}^A(\phi)$. By definition,

$$\neg\text{always}^A(\phi) = \neg \nu X. \left( \phi \land \left( \bigwedge_{a \in A} [a] X \right) \right)$$

We use the following identity :

$$\neg \nu Z. \neg \psi (\neg Z) = \mu Z. \psi (Z)$$

The identification $\neg \psi (\neg Z) = \phi \land \left( \bigwedge_{a \in A} [a] Z \right)$ yields $\psi (Z) = \neg \phi \lor \bigvee_{a \in A} \langle a \rangle Z$. Combined with the identity, we obtain :

$$\neg \nu Z. \left( \phi \land \left( \bigwedge_{a \in A} [a] Z \right) \right) = \mu Z. \left( \neg \phi \lor \bigvee_{a \in A} \langle a \rangle Z \right)$$

Thus $(c, c') \models T \mu X. (\neg \phi \lor \bigvee_{a \in A} \langle a \rangle X)$. An approximant of this $\mu$ formula must hold, and we can define

$$i = \min \{ k \mid (c, c') \models T \mu X^k. (\neg \phi \lor \bigvee_{a \in A} \langle a \rangle X) \}$$
Formulas $\mu X \cdot (\neg \phi \lor \bigvee_{a \in A} \langle a \rangle X)$ ensure that there is a path of at most $i-1$ transitions in $A$ leading to a state verifying $\neg \phi$. Assume there exists such a path with $n$ transitions, $n < i - 1$. Then we would have $(c, c') \models^T \mu X^{n+1} \cdot (\neg \phi \lor \bigvee_{a \in A} \langle a \rangle X)$, which contradicts the minimality of $i$. Thus we know that this path must be of length $i - 1$.

$$(c, c') \models^T \langle A \rangle \langle A \rangle \ldots \langle A \rangle \neg \phi$$

As $c'$ cannot make any transition in $A$, the $i - 1$ transitions are done by the first model. Thus there exists $c_0 = c, c_1, \ldots, c_{i-1}$ such that

$$\forall j \in [0, i - 2]. \exists \alpha \in A. (c_j, c') \stackrel{\alpha}{\Rightarrow} (c_{j+1}, c')$$

and $(c_{i-1}, c') \models^T \neg \phi$. Let $T$ be a trace such that $T_j = c_j$ for $0 \leq j \leq i - 1$. Trace $T$ satisfies Lemma 2.

We divide the proof of Theorem 2 in two parts.

**"If" direction:** $(\forall \mu, \mu' \in \text{Store}. ((S, \mu), (S, \mu')) \models^T \Phi_{OD}) \Rightarrow \text{Obs.Det.}(S)$

**Proof.** We assume that

$$\forall \mu, \mu' \in \text{Store}. ((S, \mu), (S, \mu')) \models^T \Phi_{OD}$$

Let $\mu, \mu' \in \text{Store}$, $T, T' \in \text{Trace}$ such that $\mu \approx_L \mu'$, $< S, \mu > \Downarrow T$, and $< S, \mu' > \Downarrow T'$.

We want to prove that $T \approx_L T'$.

Notice that since $\mu \approx_L \mu'$, we have $((S, \mu), (S, \mu')) \models^T \bigwedge_{l \in \text{Var}_L} \psi_l$. Thus from $((S, \mu), (S, \mu')) \models^T \Phi_{OD}$, we can conclude that $(S, \mu), (S, \mu') \models^T \bigwedge_{l \in \text{Var}_L} \psi_l$. Hence in order to prove the "If" direction, it is sufficient to prove that

$$\forall l \in \text{Var}_L. \forall \mu, \mu' \in \text{Store}. \forall T, T' \in \text{Trace},$$

$$\mu(l) = \mu'(l) \land < S, \mu > \Downarrow T \land < S, \mu' > \Downarrow T' \land ((S, \mu), (S, \mu')) \models^T \psi_l \Rightarrow T(l) \sim_s T'(l)$$

Let $l \in \text{Var}_L$. We can rewrite the property above for $l$, leaving out $\mu$ and $\mu'$ (which correspond to $T_0$ and $T_0'$ respectively), as follows:

$$\forall T, T' \in \text{Trace}.$$  

$$T_0(l) = T'_0(l) \land < S, T_0 > \Downarrow T \land < S, T'_0 > \Downarrow T' \land (T_0, T'_0) \models^T \psi_l \Rightarrow T(l) \sim_s T'(l)$$

In order to show that $T(l)$ and $T'(l)$ are stuttering equivalent (denoted $T(l) \sim_s T'(l)$, see Definition 3), we show that for all $i \in \mathbb{N}$, there exists a $j$ such that $[T(l), i] \sim_s [T'(l), j]$ (the problem is symmetric in $T$ and $T'$). In the following we will fix $i$ and prove this result. As we do not do any assumption about $i$, we will be able to extend this result to all $i \in \mathbb{N}$, and thus to conclude that $T(l)$ and $T'(l)$ are stuttering equivalent.
4.2. CHARACTERIZATION OF OBSERVATIONAL DETERMINISM

We fix \( i \) and define the property \( \Pi_n \).

\[
\Pi_n = \forall T, T' \in \text{Trace}, T_0(l) = T'_0(l) \land (T_0, T'_0) \models^T \Psi_l \Rightarrow \\
\forall m \leq i. \ change^i_l(T, m) \Rightarrow \exists j. [T(l), m] \sim_s [T'(l), j]
\]

\( \Pi_n \) uses the abbreviation \( change^i_l(T, m) \), which denotes that \( l \)'s value changes exactly \( n \) times between \( T_0 \) and \( T_m \).

\( change^i_l(T, m) = (|\{i \in \mathbb{N} \mid 0 \leq i < m \land T_i(l) \neq T_{i+1}(l)\}| = n) \)

The conclusion of \( \Pi_n \) says that if the initial fragment of \( T \) contains \( n \) changes of \( l \), we can match these changes (up to stuttering) with an initial fragment of \( T' \). We show that \( \Pi_n \) holds for all naturals. We use mathematical induction.

**Basis (\( \Pi_0 \)) :** Let \( m \in \mathbb{N}, m \leq i \). If \( change^0_l(T, m) \), then \( [T(l), m] \sim_s [T'(l), 0] \). Thus we can choose \( j = 0 \).

**Inductive step (\( \Pi_n \Rightarrow \Pi_{n+1} \)) :** Now assume \( \Pi_n \), and let us show \( \Pi_{n+1} \). Let \( m \leq i \) and assume \( change^{n+1}_l(T, m) \). As \( n + 1 \geq 1 \), we can define

\[
k = \min\{j \mid T_j(l) \neq T_0(l)\}
\]

Thus the \( k-1 \) first transitions of \( T \) are labelled with actions in Action_{OD} - c_l \ (i.e. transitions that do not change \( l \), see page 47). We use \( A \) to denote this set. Thus

\[
T_0 \xrightarrow{A^*} T_{k-1}
\]

We now consider an interleaving of \( T \) and \( T' \) where the \( k-1 \) first transitions are transitions of \( T \). From the last result about \( T \), we deduce that there exists a (possibly empty) sequence of transitions labelled in \( (\text{cl}_1) \) \ (i.e. transitions by the first transition system, that do not change \( l \)), such that

\[
(T_0, T'_0) \xrightarrow{(\text{cl}_1)} (T_{k-1}, T'_0)
\]

Since \( (T_0, T'_0) \models^T \Psi_l \), let us consider this formula. As the first \( k-1 \) non-trivial approximants of the always^{(\text{cl}_1)} subformula must hold, this implies that \( (T_{k-1}, T'_0) \) must satisfy the following formula :

\[
[(\text{cl}_1)_1] (\text{finally}^{(\text{cl}_1)} (\text{eq}_l) \land \text{always}^{(\text{cl}_2)}([((\text{cl}_2)_1] (\text{eq}_l \land R))
\]

Since \( T_{k-1} \models^{(\text{cl}_1)} T_k \), we have \( (T_{k-1}, T'_0) \xrightarrow{(\text{cl}_1}_1) (T_k, T'_0) \). As a consequence, state \( (T_k, T'_0) \) must satisfy formula
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Consider \(\text{finally}(-)^L_{\mu}(\text{eq}_l)\). This is a least fixed point (a \(\mu\) formula), thus we know that one of its approximant holds in \((T_k, T'_0)\), i.e. that there exists a \(m\) such that \((T_k, T'_0) \models T \mu X^m \exists ([(-)^L_{\mu}] X)\). This means that for any composed trace \(U\), starting from \(U_0 = (T_k, T'_0)\), with actions labelled in \((-)^L_{\mu}\), \(\text{eq}_l\) eventually holds. We choose the representative which is the interleaving of \(T\) and \(T'\) defined by

\[
\forall j \in \mathbb{N}. U_j = (T_k, T'_j)
\]

Thus subformula \(\text{finally}(-)^L_{\mu}(\text{eq}_l)\) ensures that \(U\) has a transition after which \(\text{eq}_l\) holds. By construction of \(U\), this implies that \(T'\) has to do a \(c_1\) action (since all transitions of \(U\) are transitions of \(T'\)), and \([(c_1)_2](\text{eq}_l \land R)\) ensures that after this transition the whole formula holds again (by unfolding \(R\)). Thus we can define

\[
k' = \min\{i \in \mathbb{N} \mid T'_i(l) = T_k(l)\}
\]

We define the traces \(T_{\text{sub}}\) and \(T'_{\text{sub}}\) by removing the first \(k\), \(k'\) elements of \(T\) and \(T'\), respectively.

\[
\forall j \in \mathbb{N}. (T_{\text{sub}})_j = T_{k+j} \land (T'_{\text{sub}})_j = T_{k'+j}
\]

We have shown that \(((T_{\text{sub}})_0, (T'_{\text{sub}})_0) \models T \Psi_l\) (since \((T_k, T'_0)\) satisfies \(R\)). Since \(\text{change}^n_l(T_{\text{sub}}, m-k)\) and \((T_{\text{sub}})_0(l) = (T'_{\text{sub}})_0(l)\), the induction hypothesis \(\Pi_n\) instantiated with \(((T_{\text{sub}})_0, (T'_{\text{sub}})_0)\) ensures that there exists \(j_1\) such that \([T_{\text{sub}}(l), m-k] \sim_s [T'_{\text{sub}}(l), j_1]\).

Moreover, since

\[
\forall q < k. T_q(l) = T_0(l) \\
\forall q < k'. T'_q(l) = T'_0(l)
\]

we have \([T(l), k-1] \sim_s [T'(l), k'-1]\) and we can conclude that \([T(l), m] \sim_s [T'(l), k'+j_1]\). Thus we can choose \(j = k' + j_1\) in \(\Pi_{n+1}\).

**Conclusion:** By induction, \(\Pi_n\) holds for all \(n\). Now let \(T, T' \in \text{Trace}\), such that \(T_0(l) = T'_0(l)\) and \((T_0, T'_0) \models T \Psi_l\). There always exists \(n \in \mathbb{N}\) such that \(\text{change}^n_l(T, i)\). Let \(m \in \mathbb{N}\), \(m \leq i\). \(\Pi_n\) allows us to conclude that \(\exists j. [T(l), m] \sim_s [T'(l), j]\).

As we have not done any assumption about about \(i\), we have the same result for all \(i \in \mathbb{N}\). Choosing \(m = i\), we conclude that for all \(i \in \mathbb{N}\) there exists \(j \in \mathbb{N}\) such that \([T(l), i] \sim_s [T'(l), j]\). Thus \(T(l)\) and \(T'(l)\) are stuttering equivalent, which concludes the proof for the “If” direction. \(\square\)
4.2. CHARACTERIZATION OF OBSERVATIONAL DETERMINISM

“Only If” direction : \( \text{Obs.Det.}(S) \Rightarrow (\forall \mu, \mu' \in \text{Store.} \left( (S, \mu), (S, \mu') \right) \models T \Phi_{OD}) \)

We propose a proof by contrapositive.

**Proof.** Assume that there exist two configurations \( c \) and \( c' \), with L-equivalent stores, such that \( (c, c') \models -\Phi_{OD} \). Let us show that we can construct two traces from \( c \) and \( c' \) which are not stuttering equivalent.

There exists \( l \) in \( \text{Var}_L \) for which \( \Psi_l \) does not hold. This property is a greatest fixed point, thus one of its approximant does not hold. Let \( \Psi^k_l \) denote the \( k^{th} \) approximant of \( \Psi_l \). We define \( \Pi_k \) as follows :

\[
\Pi_k = \forall c, c' \in \text{Config.} \ (c, c') \models T -\Psi^k_l \Rightarrow \\
\exists T, T'. c \Downarrow T \land c' \Downarrow T' \land -\left(T(l) \sim_s T'(l)\right)
\]

Let us show by induction that \( \Pi_k \) holds for all \( k \in \mathbb{N} \).

**Basis (\( \Pi_0 \)) :** The first approximant \( \Psi^0_l \) always holds, so \( \Pi_0 \) holds trivially.

**Inductive step (\( \Pi_n \Rightarrow \Pi_{n+1} \)) :** Let us assume \( \Pi_k \). Let \( c \) and \( c' \) be two configurations such that \( (c, c') \models T -\Psi^{k+1}_l \). By unfolding once, we get :

\[
\neg\text{always}^{(\pi_1)} (\left(\left[c_1\right]\right)_1 (\text{finally}^{(\pi_2)} (\text{eq}_l) \land \text{always}^{(\pi_3)} (\left(\left[c_2\right]\right)_2 (\text{eq}_l \land \Psi^k_l)))
\]

Since all transitions in \( (\pi)_1 \) are transitions of model 1, Lemma 2 yields :

\[
\exists T \in \text{Trace.} \exists i \in \mathbb{N.}
\]

\[
T_0 = c
\]

\[
(T_i, c') \models T -\neg\psi
\]

\[
\forall j \in [0, i - 1], \exists a \in (\pi)_1, (T_j, c') \xrightarrow{a} (T_{j+1}, c')
\]

where \( \psi \) is :

\[
\left(\left[c_1\right]\right)_1 (\text{finally}^{(\pi_2)} (\text{eq}_l) \land \text{always}^{(\pi_3)} (\left(\left[c_2\right]\right)_2 (\text{eq}_l \land \Psi^k_l)))
\]

Lemma 1 enables us to choose \( T \) such that \( (T_i, c') \xrightarrow{\left[c_1\right]} (T_{i+1}, c') \) and \( (T_{i+1}, c') \models T -\neg\psi_2 \) where \( \psi_2 \) is:

\[
\text{finally}^{(\pi_2)} (\text{eq}_l) \land \text{always}^{(\pi_3)} (\left(\left[c_2\right]\right)_2 (\text{eq}_l \land \Psi^k_l))
\]

Until now, we have built the \( i + 2 \) first elements of \( T \) such that \( (T_{i+1}, c') \models T -\neg\psi_2 \).

- Either \( (T_{i+1}, c') \models T -\neg\text{finally}^{(\pi_2)} (\text{eq}_l) \). By definition,

\[
-\text{finally}^{(\pi_2)} (\text{eq}_l) = \neg\mu X. \text{eq}_l \lor \left[-\left(\left[c_2\right]\right)\right] X
\]
We use the following identity:
\[-\mu Z. \psi(Z) = \nu Z. \neg \psi(\neg Z)\]

which yields \( (T_{i+1}, c') \models^T \nu X. (\neg \text{eq}_l \land \langle\langle - \rangle\rangle^0 \langle\langle - \rangle\rangle^2 X) \). This last formula guarantees that, starting from \( (T_{i+1}, c') \), there is an infinite sequence of transitions labelled in \( \langle\langle - \rangle\rangle^2 \) such that \( \text{eq}_l \) does not hold throughout this sequence. All these transitions are transitions of model 2, thus there is an infinite sequence of configurations \( c_0' = c', c_1', c_2', \ldots \) such that
\[
\forall j \geq 0. \exists a \in (-)^L. (T_{i+1}, c_j') \xrightarrow{a} (T_{i+1}, c_{j+1}') \land (T_{i+1}, c_j') \models^T \neg \text{eq}_l
\]

Let \( T' \) be the trace defined by
\[
\forall j \geq 0. T'_j = c_j
\]

We have seen that
\[
c \nvdash T \land c' \nvdash T' \land \forall j \geq 0. T'_j(l) \neq T_{i+1}(l)
\]

Thus there exists no \( j \) such that \( [T(l), i + 1] \sim_s [T'(l), j] \). \( T \) and \( T' \) start respectively in \( c \) and \( c' \), but \( T(l) \) and \( T'(l) \) are not stuttering equivalent, which contradicts \text{Obs}.\text{Det}.(S).

- In other cases, \((c, c') \models^T \neg \text{always}^2^3^2 ([\langle c \rangle_2] (\text{eq}_l \land \Psi^k))\)

If we swap model 1 and model 2 in Lemma 1 and 2, we can show that
\[
\exists j \in \mathbb{N}, T'.
\]
\[
\forall n \in [0, j - 1]. \exists a \in (\langle\rangle^2_2). (T_{i+1}, T'_n) \xrightarrow{a} (T_{i+1}, T'_{n+1}) \land
\]
\[
T'_j \xrightarrow{\langle a \rangle_2} T'_{j+1} \land
\]
\[
(T_{i+1}, T'_{j+1}) \models^T \neg (\text{eq}_l \land \Psi^k)
\]

- Either \((T_{i+1}, T'_{j+1}) \models^T \neg \text{eq}_l\). Trace \( T(l) \) has done exactly one change up to \( T_{i+1}(l) \) and trace \( T'(l) \) one change up to \( T'_{j+1}(l) \). As two traces which are stuttering equivalent must have the same value after the same number of changes, \( T \) and \( T' \) are not stuttering equivalent.

- In other cases, \((T_{i+1}, T'_{j+1}) \models^T \text{eq}_l \land \neg \Psi^k\). Thus, applying the induction hypothesis, there exist two traces \( T'' \) and \( T''' \) which are not stuttering equivalent starting in \( T_{i+1} \) and \( T'_{j+1} \). We choose \( T \) and \( T' \) such that they correspond to these traces from \( T_{i+1} \) and \( T'_{j+1} \):
\[
\forall k \geq 0. T_{i+1+k} = T''_k \land T'_{j+1+k} = T'''_k
\]
4.3 Characterization of eager trace invariance

This characterization is also based on the idea of self-composition, however it uses a different labelled transition system than the one defined in Section 4.2.1.

First, we do not have to define actions for a simple program here, since we have already defined them in the program model of Chapter 2, in order to be able to express Roscoe’s definitions.

Eager trace invariance requires that for every two executions that have the same low actions, there exists a third execution that performs all actions of the second and then copies all future low actions of the first. Therefore we need a model of three executions.

Moreover, our model must allow us to keep the store of the third part uninitialized, while the two other parts are executing. The reason is that initialization reduces the set of possible histories.

4.3.1 Triple program model

Consider the operational semantics of Figure 2.1 (on page 12). For simplicity, we assume that multi-actions are composed of one action only. Thus histories are sequences of actions. We add labels to transitions according to the following rules:

\[
\begin{align*}
\langle S, \mu, \text{hist} \rangle &\rightarrow \langle S', \mu', \text{hist} \rangle \\
\langle S, \mu, \text{hist} \rangle &\xrightarrow{\tau} \langle S', \mu', \text{hist} \rangle \\
\langle S, \mu, \text{hist} \rangle &\xrightarrow{a} \langle S', \mu', \text{hist} \cdot \{a\} \rangle \\
\end{align*}
\]

where \(\tau\) is the silent action of process algebra.

For a given statement \(S\), we define the labelled transition system \(T_S = (S, \text{Act}, \rightarrow)\).

- The set of states \(S\) is \(\text{State}^3\), where

\[
\text{State} = \{\bot\} \cup \{\text{Config}\}
\]

The symbol \(\bot\) denotes a configuration with program \(S\) and an uninitialized store. In the sequel, the letter \(s\) will always denote an element of \(\text{State}\), whereas \(c\) will denote an element of \(\text{Config}\).
• Act is the set defined by
  
  \[\text{Act} = \{\tau\} \cup \{(a)_j \mid a \in \text{Action} \cup \{\text{init}\} \land j \in \{1, 2, 3\}\}\]

  The index \(j\) denotes which part of the composed program performs the action.

• The transition relation \(\rightarrow\) on \(\mathcal{S}\) is defined from the updated operational semantics:

\[
\begin{align*}
(\bot, s_2, s_3) &\xrightarrow{(\text{init})_1} ((S, \mu), s_2, s_3) \\
(c_1, s_2, s_3) &\xrightarrow{\tau} (c'_1, s_2, s_3) \\
(c_1, s_2, s_3) &\xrightarrow{(a)_1} (c'_1, s_2, s_3)
\end{align*}
\]

(with symmetric cases for model 2 and model 3)

4.3.2 Abstracting away from internal actions

In modal \(\mu\)-calculus, weak modalities \(\langle\alpha\rangle\) and \(\llbracket\alpha\rrbracket\) abstract away from internal communication actions \(\tau\). Their semantics uses the notion of weak transitions, that are defined as follows:

Let \((\mathcal{S}, \text{Act}, \rightarrow)\) be a labelled transition system. Let \(\tau \in \text{Act}\) denote a silent transition. We define \(\Rightarrow\) as \((\tau)^*\) (zero or more silent transitions). For \(\alpha \in \text{Act}, \alpha \neq \tau\), we define the \(\Rightarrow\) weak transition relation as follows:

\[
\forall s, s' \in \mathcal{S}. \quad s \xrightarrow{\alpha} s' \overset{\text{def}}{\iff} s \xrightarrow{\alpha} s' \land s' \xrightarrow{} s'
\]

We are now ready to add weak modalities to the syntax of modal \(\mu\)-calculus:

\[
\Phi ::= \top | \bot | p \mid X \mid \lnot \Phi \mid \Phi \land \Phi \mid \Phi \lor \Phi \mid \langle\alpha\rangle \Phi \mid [\alpha] \Phi \mid \langle\alpha\rangle \Phi \mid \llbracket\alpha\rrbracket \Phi \mid \mu X. \Phi \mid \nu X. \Phi
\]

The semantics of weak modalities is given by:

\[
\begin{align*}
\models s \xrightarrow{T} \langle\alpha\rangle \Phi &\quad \overset{\text{def}}{\iff} \exists s' \in \mathcal{S}. (s \xrightarrow{\alpha} s' \land s' \models T \Phi) \\
\models s \models T [\alpha] \Phi &\quad \overset{\text{def}}{\iff} \forall s' \in \mathcal{S}. (s \not\xrightarrow{} s' \Rightarrow s' \models T \Phi)
\end{align*}
\]

Moreover, we will use weak transitions to define special transitions that abstract away from high actions.
4.3. CHARACTERIZATION OF EAGER TRACE INVARIANCE

4.3.3 Abstracting away from high actions locally

In some parts of the formula, we would like to abstract away also from actions in $H$-Actions. Therefore, for the labelled transition system of this section, we define the transition relation $\Rightarrow_H$ by

$$\Rightarrow_H \overset{\text{def}}{=} (\Rightarrow)^*$$

where $\Rightarrow$ is defined by

$$\forall s, s' \in \mathcal{S}. \ s \not\Rightarrow s' \overset{\text{def}}{=} \exists a_h \in H$-Actions. $\exists j \in \{1, 2, 3\}. s \overset{(a_h)_{j}}{\Rightarrow} s'$$

($\Rightarrow^*$ is a standard weak transition relation, see Section 4.3.2)

For all $a_l \in L$-Actions, we define the $\overset{a_l}{\Rightarrow}_H$ transition relation :

$$s \overset{a_l}{\Rightarrow}_H s' \overset{\text{def}}{=} s \Rightarrow_H a_l \Rightarrow_H s'$$

Next, we define the modalities $\langle\langle a \rangle\rangle_H$ and $\llbracket a \rrbracket_H$ by replacing $\Rightarrow$ by $\Rightarrow_H$ in the definition of $\langle\langle a \rangle\rangle$ and $\llbracket a \rrbracket$, respectively. Thus, for instance,

$$s \models^T \langle\langle a \rangle\rangle_H \Phi \overset{\text{def}}{=} \exists s' \in \mathcal{S}. (s \overset{a_l}{\Rightarrow}_H s' \land s' \models^T \Phi)$$

4.3.4 Characterization

We recall the definition of eager trace invariance :

**Definition (Eager trace invariance).** A statement $S$ is eagerly-trace-invariant w.r.t. $L$ if

$$\forall \text{hist, hist}' \in \text{Hist}. \text{hist} \models_{L$-Actions} \text{hist}' \Rightarrow$$

$$\forall c \in \text{reach}(S, \text{Store, hist}). \forall T \in \text{Trace}. c \vdash T \Rightarrow$$

$$\exists c' \in \text{reach}(S, \text{Store, hist'}). \exists T' \in \text{Trace}.$$

$$c' \vdash T' \land (\forall m \in \mathbb{N}. \exists n \in \mathbb{N}. T(hist)_m =_{L$-Actions} T'(hist)_n)$$

We are now ready to give the characterization of eager trace invariance :

**Definition 28 (Modal $\mu$-calculus characterization of eager trace invariance).**

$$F = [(init)_1] [(init)_2] \Phi$$

where $\Phi$ is

$$\nu X. \langle\langle (init)_3 \rangle\rangle \text{mimic}_{3,1} \land$$

$$\bigwedge_{a_h \in H$-Actions} [\langle\langle a_h \rangle\rangle_1] X$$

$$\bigwedge_{a_h \in H$-Actions} [\langle\langle a_h \rangle\rangle_2] \langle\langle (init)_3 \rangle\rangle \langle\langle a_h \rangle\rangle_3 \Psi$$

$$\bigwedge_{a_l \in L$-Actions} [\langle\langle a_l \rangle\rangle_1] [\langle\langle a_l \rangle\rangle_2] \langle\langle (init)_3 \rangle\rangle \langle\langle a_l \rangle\rangle_3 \Psi$$
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where $\Psi$ is

$$
\nu Y. \ \text{mimic}_{3,1} \land
\bigwedge_{a_h \in H-Actions} \llbracket(a_h)_1\rrbracket Y
\bigwedge_{a_h \in H-Actions} \llbracket(a_h)_2\rrbracket \llbracket(a_h)_3\rrbracket Y
\bigwedge_{a_l \in L-Actions} \llbracket(a_l)_1\rrbracket \llbracket(a_l)_2\rrbracket \llbracket(a_l)_3\rrbracket Y
$$

and $\text{mimic}_{3,1}$ is

$$
\nu Z. \ \bigwedge_{a_l \in L-Actions} \llbracket(a_l)_1\rrbracket_H \llbracket(a_l)_3\rrbracket_H Z
$$

In the sequel, we will use “model 1”, “model 2” and “model 3” to refer to the first, second and third part of our triple program model, respectively.

Formula $\text{mimic}_{3,1}$ says that for all histories that generates model 1, model 3 can generate a history which is low equivalent.

Formula $\Phi$ involves a third formula, $\Psi$, which assumes that the store of the third model is already initialized. Intuitively, we loop in $\Phi$ until $(\text{init})_3$ has happened. Then we loop in $\Psi$. Except for the initialization transition $(\text{init})_3$, $\Phi$ and $\Psi$ have the same meaning.

Formula $\Phi$ and $\Psi$ define all states where $\text{mimic}_{3,1}$ should hold. These are all states where

- model 1 and 2 have communicated low equivalent histories, and
- model 3 has communicated exactly the same history (including high actions) as model 2.

(Notice : model 3 might have taken a different execution path in the program, it is only required to communicate the same actions)

In other words, formula $\Phi$ and $\Psi$ say that as long as model 1 and model 2 have low equivalent histories (i.e. one of them does a high action, or they do the same low action), model 3 can reproduce the actions that model 2 has done so far (including high actions), and then mimic model 1 in its future low actions.

4.3.5 Correctness of the characterization

We have not proved this characterization correct within the time limits of the present work.

**Conjecture 1** ($\mu$-Calculus Characterization of Eager Invariance).

A program $S$ is eager invariant if and only if

$$
(\bot, \bot, \bot) \models_{TS} \llbracket(\text{init})_1\rrbracket \llbracket(\text{init})_2\rrbracket \Phi
$$

However, we prove the following lemma, which corresponds to part of the characterization.
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Lemma 3.

\[(c, c', c'') \models_{T_S} \text{mimic}_{3,1} \Rightarrow \]
\[\forall T_1 \in \text{Trace}. c \Downarrow T_1 \Rightarrow \exists T^3 \in \text{Trace}.\]
\[(c'' \Downarrow T^3 \land \forall m_1 \in \mathbb{N}. \exists m_3 \in \mathbb{N}. T^1_{\text{hist}}(m_1, c') =_{\text{L-Actions}} T^3_{\text{hist}}(m_3, T^3)\]

The conclusion of this lemma is close to the conclusion of eager trace invariance. We renamed \(T\) into \(T_1\) and \(T'\) into \(T_3\) to make it explicit that these traces correspond to transitions in model 1 and 3 of \(T_S\), respectively. This lemma says that if \(\text{mimic}_{3,1}\) holds, then for any trace \(T_1\) of model 1, model 3 has a trace that matches the low actions of \(T_1\).

**Proof of Lemma 3.** Let \(c, c'\) and \(c''\) be in \(\text{Config}\). Assume \((c, c', c'') \models_{T_S} \text{mimic}_{3,1}\).

Let \(\Pi_n\) be the property defined as follows.

\[\Pi_n = \forall T_1 \in \text{Trace}. c \Downarrow T_1 \Rightarrow \exists T^3 \in \text{Trace}. (c'' \Downarrow T^3 \land \forall m_1 \leq n. \exists m_3 \in \mathbb{N}. T^1_{\text{hist}}(m_1) =_{\text{L-Actions}} T^3_{\text{hist}}(m_3) \land (T^1_{\text{hist}}(m_1, c') =_{\text{L-Actions}} T^3_{\text{hist}}(m_3, T^3))\]

In \(\Pi_n\), model 3 only has to match the low actions corresponding to the first \(n\) transitions of model 1. We will show that \(\Pi_n\) holds for all \(n \in \mathbb{N}\).

**Basis (\(\Pi_0\)) :** Let \(T_1, T^3 \in \text{Trace}\), such that \(c \Downarrow T_1\) and \(c'' \Downarrow T^3\).

\[T^1_{\text{hist}}(0) = \emptyset = T^3_{\text{hist}}(0)\]

and

\[(T^1_0, c', T^3_0) = (c, c', c'')\]

Thus, choosing \(T_3\) and \(m_3 = 0\), \(\Pi_0\) holds trivially.

**Inductive step (\(\Pi_n \Rightarrow \Pi_{n+1}\)) :** Now assume \(\Pi_n\) holds and let us show \(\Pi_{n+1}\). Let \(T_1 \in \text{Trace}\) such that \(c \Downarrow T_1\). The induction hypothesis \(\Pi_n\) ensures that there exists a trace \(T^h\) such that

\[c'' \Downarrow T^h \land \forall m_1 \leq n. \exists m_3 \in \mathbb{N}. T^1_{\text{hist}}(m_1) =_{\text{L-Actions}} T^h_{\text{hist}}(m_3) \land (T^1_{\text{hist}}(m_1, c') =_{\text{L-Actions}} T^h_{\text{hist}}(m_3, T^h))\]

For any \(m_1 \leq n\), let \(\kappa_{m_1}\) denote the witness for \(m_1\) in the formula above. We have three possibilities.

**Case(1):** \((T^1_n) \xrightarrow{T} (T^1_{n+1})\). Thus \(T^1_{\text{hist}}(n) =_{\text{L-Actions}} T^1_{\text{hist}}(n+1)\). Since relation \(=_{\text{L-Actions}}\) is transitive, we obtain

\[T^1_{\text{hist}}(n+1) =_{\text{L-Actions}} T^h_{\text{hist}}(\kappa_n)\]
Moreover, since \((T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}}) \xrightarrow{\tau} (T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}})\), and \(\text{mimic}_{3,1}\) abstracts away from internal actions, we can conclude that \((T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}}) \models_{T_S} \text{mimic}_{3,1}\). Thus we can choose \(T_3 = T_{\text{ih}}, m_3 = \kappa_m\) for \(m_1 \leq n\) and \(m_3 = \kappa_n\) for \(m_1 = n + 1\). Hence \(\Pi_{n+1}\) holds in this case.

**Case (2):** Either there exists \(a_h\) in \(H-\text{Actions}\) such that \(T_{n+1}^1 \xrightarrow{a_h} T_{n+1}^1\). Once again \(T^1(\text{hist})_n \models_{\text{L-Actions}} T^1(\text{hist})_{n+1}\) and we can have the same reasoning as in the case \(T_{n} \xrightarrow{\tau} T_{n+1}\). This time the fact that \(\text{mimic}_{3,1}\) is established is guaranteed by the fact that \(\text{mimic}_{3,1}\) abstracts away from high actions.

**Case (3):** There exists \(a_l\) in \(L-\text{Actions}\) such that \(T_{n+1}^1 \xrightarrow{a_l} T_{n+1}^1\). The induction hypothesis ensures that \((T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}}) \models_{T_S} \text{mimic}_{3,1}\). By unfolding \(\text{mimic}_{3,1}\) once, we derive that

\[
(T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}}) \models_{T_S} \langle\langle (a_l)\rangle\rangle_H \text{ mimic}_{3,1}
\]

Thus

\[
(T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}}) \models_{T_S} \langle\langle (a_l)\rangle\rangle_H \text{ mimic}_{3,1}
\]

Hence there exist \((c_1, c_2, c_3) \in S\) such that \((T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}}) \xrightarrow{(a_l)}_H (c_1, c_2, c_3)\) and \((c_1, c_2, c_3) \models_{T_S} \text{mimic}_{3,1}\). We also have, by preventing model 1 and 2 to perform transitions, \((T_{n+1}^1, c', T_{\kappa_n}^{\text{ih}}) \xrightarrow{(a_l)}_H (T_{n+1}^1, c', c_3)\). Since \((T_{n+1}^1, c', c_3) \models_{H} (c_1, c_2, c_3)\) and \(\text{mimic}_{3,1}\) abstracts away from high actions, we also have \((T_{n+1}^1, c', c_3) \models_{T_S} \text{mimic}_{3,1}\).

Moreover, \(c_3\) is reachable from \(T_{\kappa_n}^{\text{ih}}\). Thus there exists \(T_3\) such that \(c'' \downarrow T_3\), and \(i_3 \geq \kappa_n\) such that \(T_{i_3}^3 = c_3\) and \(T_3(\text{hist})_{i_3} \models_{\text{L-Actions}} T^{\text{ih}}(\text{hist})_{\kappa_n} \{a_l\}\).

We choose \(T_3\) to show that \(\Pi_{n+1}\) holds. We can choose \(m_3 = \kappa_m\) for \(m_1 \leq n\) (since \(T_3\) and \(T_{\text{ih}}\) coincide until \(T_{\kappa_n}\)) and \(m_3 = i_3\) for \(m_1 = n + 1\).

**Conclusion for the lemma:** By induction, \(\Pi_n\) holds for all \(n \in \mathbb{N}\), which concludes the proof of the lemma.

**Rest of the proof**

We believe that Lemma 3 can be used in the proof of Conjecture 1.

An important point to show is that for all states \((c_1, c_2, c_3)\) where \(\text{mimic}_{3,1}\) should hold in \(\Phi\) and \(\Psi\), if \(\text{hist}, \text{hist}'\) are the histories communicated so far by model 1 and model 3 respectively, then \(c_1\) is in \(\text{reach}(S, \text{Store, hist})\) and \(c_3\) in \(\text{reach}(S, \text{Store, hist}')\). Then, we can use Lemma 3 to conclude that for any trace \(T^1\) starting in \(c_1\), there exists a trace \(T^3\) starting in \(c_3\) that has low equivalent history.
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4.4 Other proposals

In this section we discuss how to characterize the other proposals presented in Chapter 3.

4.4.1 Possibilistic properties

We believe that it would be easy to characterize lazy trace invariance in modal μ-calculus, since eager and lazy trace invariance are very similar properties. This would require that we modify formula \textit{mimic}$_{3,1}$ so that model 1 and model 3 can take transitions corresponding to the statement \textit{HH} (“havoc on H”, see Definition 11 on page 23).

The last possibilistic definition left is Non-Interference in terms of knowledge of an attacker. Since the knowledge of an attacker involves all possible executions starting with the same program, we are skeptical about finding a temporal logic characterization of Non-Interference in the knowledge setting.

4.4.2 Probabilistic properties

Both probabilistic Non-Interference and Non-Interference in terms of partial probabilistic low bisimulation have probabilistic requirements regarding their execution choices. In order to characterize them, we need a logic that can express that a transition happens with a given probability. Thus the semantics of this logic must be given with respect to a probabilistic transition system. As a consequence, we cannot find a characterization in standard modal μ-calculus.

Cleaveland et al. present a μ-calculus based modal logic for describing properties of probabilistic transitions systems [6]. This logics includes formulae as \textbf{Pr}$_{>p}$\textit{Ψ}, which is satisfied by a state \textit{s} if the measure of the observation of \textit{Ψ} rooted at \textit{s} exceeds \textit{p}. Unfortunately this is not expressive enough to characterize Non-Interference. Indeed, we would need an operator that permits us to check that, for instance, the measure of the observation of \textit{Φ} is equal to the measure of the observation of \textit{Ψ}.

More generally, temporal logics with probabilistic transition systems have been introduced to state properties about the performance of distributed systems and communication protocols [6]. They can be useful for optimization purposes, but they are not intended to express properties like the ones in this text.
Chapter 5

Model checking with the Concurrency Workbench

The Concurrency Workbench (CWB) is a tool that supports automatic verification of finite state processes, including model checking [7]. In particular, it supports full modal $\mu$-calculus, while, to the best of our knowledge, most other tools only support alternation-free modal $\mu$-calculus. As we expected to obtain modal $\mu$-calculus characterizations of Non-Interference that are not encodable in alternation-free modal $\mu$-calculus, we chose to use CWB in order to do model checking.

This chapter describes our experiments with CWB. We successfully achieved model checking of observational determinism with the set of examples of Section 3.6.3. However, we failed to obtain results for eager trace invariance because of state-space explosion.

The following section gives important remarks about modeling our program semantics in CCS, common to both properties. The next section describes the encoding of our formulation of observational determinism. The last one describes our encoding of eager trace invariance.

5.1 Implementation in CCS

CWB has been mainly applied to the verification of communication protocols. It allows us to define processes in CCS, the Calculus of Communicating Systems. CWB’s language for CCS only handles basic CCS. In particular, it does not provide any data language. This implies that there are no parameterized actions, nor conditional statements. This is not convenient at all, since we want to encode variables, to be able to change and lookup their values. Instead, we encode this using the agents of basic CCS.
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5.1.1 Syntax of input

We only recall the basic syntactic elements of CCS that we use in our implementation, in CWB’s notation. For more details, we invite the reader to consult CWB user manual.

Actions are $\tau$, action names which begin with a lower case letter and conames (if $n$ is an action name, then $'n$ is its coname). Below we give the syntax of agents, where $a$ stands for an action, $L$ for a set of actions and $A$ for an agent.

- $0$
- $a.A$
- $A + A$
- $A || L$
- $A \backslash S$
- $(A)$

5.1.2 Semantics of CCS agents

Agents are defined with respect to the actions they can perform. Agent $0$ can do no actions, and represents the deadlocked process. Agent $a.P$ can do action $a$ and evolve into agent $P$:

$$a.P \xrightarrow{a} P$$

A sum $P + Q$ can behave as any of its summands, i.e.

$$P + Q \xrightarrow{a} R \text{ whenever } P \xrightarrow{a} R \text{ or } Q \xrightarrow{a} R$$

A parallel composition $P || Q$ can perform the actions of any of its component:

$$P || Q \xrightarrow{a} R || Q \text{ whenever } P \xrightarrow{a} R$$
$$P || Q \xrightarrow{a} P || R \text{ whenever } Q \xrightarrow{a} R$$

or perform a synchronization of $P$ and $Q$, meaning that $P$ performs an action and $Q$ performs the corresponding co-action.

$$P || Q \xrightarrow{\tau} R || S \text{ whenever } \exists a. P \xrightarrow{a} R \text{ and } Q \xrightarrow{'a} S$$

The $\tau$ action corresponds to an internal choice, it is ignored by the weak modalities $\ll [\alpha] \gg$ and $[\alpha]$ of modal $\mu$-calculus.

Finally $P \backslash L$ can engage into any action of $P$ which is not prohibited by the set $L$:

$$P \backslash L \xrightarrow{a} R \backslash L \text{ whenever } a', a \notin L \text{ and } P \xrightarrow{a} R$$
5.2. MODEL CHECKING OF OBSERVATIONAL DETERMINISM

5.1.3 Internal and external choices

Some actions we introduce only to implement the internal mechanism. Actions implementing the internal mechanism will be hidden thanks to the hiding operator of CCS (\( || \)). Thus they cannot be matched by the environment (the environment cannot do the corresponding co-action), and always appear as silent actions (i.e. as part of a synchronization).

All other actions are for communication with the environment (external choices). We have only one input action per model, for instance input-m1 for model 1. After this action, all variables in model 1 are initialized. The other actions contain “output” in their name, denoting a message output to the environment.

Observational determinism and trace invariance assume different actions, thus we have to give two different CCS models.

5.2 Model checking of observational determinism

The following subsection explains why we cannot use directly the \((c_{x,v})_i\) actions of our characterization (see Section 4.2.2, page 48).

5.2.1 Encoding change actions

Ideally, we would have one action output to the environment for each transition, corresponding to the label of this transition. But sometimes it takes several actions in the CCS model to carry out one transition of our program model. Therefore, we cannot guarantee that \(x\)’s value is not updated before action \((c_{x,v})_i\) and is updated just after, as assumed by our labelled transition system.

To overcome this problem, we introduce one “begin” and one “end” action for each label of the form \((c_{x,v})_i\), marking respectively the beginning and the end of the transition. This ensures that the store is still unchanged before the “begin” action and that \(x\) has its new value after the “end” action. The “begin” action corresponding to \((c_{x,v})_i\) is

\[
\text{'output-begin-change-x-to-v-m}_i
\]

We need only one “end” action for all possible \((c_{x,v})_i\):

\[
\text{'output-end-change-m}_i
\]

We do not have this problem with transitions labelled with \((nc)_i\), since these transitions leave the store unchanged. We write this action

\[
\text{'output-nochange-m}_i
\]

We can now define the sets ProgressActions-m\(_i\) and BeginChangeLowActions-m\(_i\) that will be used later in order to define properties.
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set ProgressActions-mi =
{ 'output-begin-change-x-to-v-mi \mid x \in \text{Store} \land v \in \text{dom}(x) \} \cup
{ 'output-end-change-mi, 'output-nochange-mi\};

set BeginChangeLowActions-mi =
{ 'output-begin-change-x-to-v-mi \mid x \in \text{Store}_L \land v \in \text{dom}(x) \} \cup

5.2.2 Implementation of the store

The agents composing the store must always be able to output the value of a low variable to the environment (i.e. the values of low variables can always be inspected), so that we can evaluate the predicates $eq_x$ for $x \in \text{Var}_L$. Moreover, they must also be able to signal the values of all variables to the parallel processes composing the program (for instance in order to evaluate guards in conditionals).

In each model, we define one agent per variable and per value. Let $x \in \text{Store}$ be a variable of the store and $v \in \text{dom}(x)$ one of its possible value. The action signaling to the environment that $x$’s value in model $i$ is $v$ is

'output-value-x-v-mi

The action signaling that $x$’s value in model $i$ is $v$ to the other processes composing the program is

'value-x-v-mi

This last action is matched when some parallel process does the co-action value-x-v-mi. This results in a silent action $\tau$. As this action will be hidden, the environment will not be able to observe it.

Finally if $v_j \in \text{Store}$, $v_j \neq v$, and if the agent corresponding to $v$ receives on a channel

change-x-vj-mi

then it must change into the agent corresponding to $v_j$.

If $\text{dom}(x) = \{v, v_1, \ldots, v_n\}$, we define the agents $Xv-mi$ by

agent Xv-mi = 'output-value-x-v-mi.Xv-mi +
'value-x-v-mi.Xv-mi +
{change-x-vj-mi.Xvj-mi \mid j \in [1,n]} \}

$Xv-mi$ means “store for $x$ is $v$ for model $i$”.

Example 10. If $x$ is a boolean variable, the corresponding agents for model 1 are :

agent Xtrue-m1 = 'output-value-x-true-m1.Xtrue-m1 +
'value-x-true-m1.Xtrue-m1 +
change-x-false-m1.Xfalse-m1;

agent Xfalse-m1 = 'output-value-x-false-m1.Xfalse-m1 +
'value-x-false-m1.Xfalse-m1 +
change-x-true-m1.Xtrue-m1;
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Notice that in the last example, the property

\[
\text{prop } Eq = ( < 'output-value-x\text{-true-m}1 > T \Rightarrow < 'output-value-x\text{-true-m}2 > T ) \& ( < 'output-value-x\text{-true-m}2 > T \Rightarrow < 'output-value-x\text{-true-m}1 > T );
\]

corresponds to the predicate \( eq_x \). We define it for each \( x \in Var_L \).

Finally we define an agent to initialize the store. This correspond to an external choice. If we have \( n \) variables, \( x_1, x_2, \ldots x_n \), then \( \text{Store-m}_i \) is the process that can perform the action \( \text{init-m}_i \), changing into any process of the form

\[
\text{X}_1v_1\text{-m}_i | | \text{X}_2v_2\text{-m}_i | | \ldots | | \text{X}_n v_n\text{-m}_i
\]

where \( v_j \in \text{dom}(x_j) \) for all \( j \) such that \( 1 \leq j \leq n \).

### 5.2.3 Implementation of the commands

We need a way to simulate atomicity of transitions. Indeed, the operational semantics implies that all transitions are carried out atomically, thus we must prevent all other transitions to start execution while another transition is not finished (at the granularity of the operational semantics). To model this, commands will take a lock and release it when they are done. The lock can be implemented with one simple agent per model:

\[
\text{agent Lock-m}_i = \text{takeLock-m}_i\text{.releaseLock-m}_i\text{.Lock-m}_i;
\]

We have introduced all the actions used to implement the internal mechanism. Thus for each model we can define the set

\[
\text{set InternalActions-m}_i = \{ \text{value-x-v-m}_i, \text{change-x-v-m}_i \mid x \in \text{Store} \land v \in \text{dom}(x) \} \cup \{ \text{takeLock-m}_i, \text{releaseLock-m}_i \};
\]

Commands have to take and release the lock, respect the control flow and update the store according to the semantics. They also have to output the actions corresponding to the labels of transitions.

In the following, we give the CCS parameterized agents implementing the if and \text{assign} constructs, in the special case where variables are booleans and guards are variable names.

\[
\text{agent If-m}_i(\text{value-b-true-m}_i, \text{value-b-false-m}_i, S1-m_i, S2-m_i) = \text{takeLock-m}_i.
\]

\[
(\text{value-b-true-m}_i\text{.output-nochange-m}_i\text{.releaseLock-m}_i\text{.S1-m}_i + \text{value-b-false-m}_i\text{.output-nochange-m}_i\text{.releaseLock-m}_i\text{.S2-m}_i);
\]

In each model, we have one agent for the assignment of a constant (\text{AssignValue-m}_i) and one agent for the assignment of the value stored in another variable.
We have defined all the agents needed for the execution of a program. If Program-
m\(i\) is the agent for the program in model \(m\), and Store-
m\(i\) the agent initializing
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the store of \( m_i \), then the whole agent for model \( m_i \) is

\[
\text{agent } \text{Example-}m_i = (\text{Lock-}m_i \mid\mid \text{Store-}m_i \mid\mid \text{Program-}m_i) \setminus \text{InternalActions-}m_i
\]

Thus the complete model of the self-composed program is given by

\[
\text{Example-}m_1 \mid\mid \text{Example-}m_2
\]

5.2.5 Properties

Although CWB’s language for propositions is the modal \( \mu \)-calculus, the notations are slightly different than the one we have introduced. In the sequel, we stick to CWB’s notations.

We have already given the formulae for predicate \( \text{eq}_x \), for all \( x \in \text{Var}_L \), when describing the implementation of the store in Section 5.2.2.

**Two different notions of deadlock** A deadlock is written \([-]F\), where “-” is the wildcard. It means that we cannot do any (non-silent) action. Notice that for each variable \( x \), the store can always do action \( \text{value-}x-v \) where \( v \) is \( x \)’s current value. Thus our program model is never deadlocked in the sense of CCS.

Here we want to express for instance that model \( m_i \) cannot do any action corresponding to the labelled transitions. This corresponds to a deadlock or a termination in the sense of the operational semantics, since it occurs when model \( m_i \) cannot do any other step, but it is not a deadlock in the sense of CCS. We define :

\[
\text{prop Deadlock-}m_i = [[\text{ProgressActions-}m_i]]F;
\]

**Taking into account ending executions** Remember that the operational semantics of our program model, described in Figure 2.1, ensures that a program can always do at least one transition, even when it is finished or deadlocked. Unfortunately, it was not possible to have the equivalent of the (deadl) and (term) transitions in this CCS model. Except for these two transitions, the semantics is respected.

As we have no (deadl) and (term) transitions in the CCS model, Deadlock-\( m_i \) might evaluate to \( T \) (true). That changes the meaning of the modal \( \mu \)-calculus formula \( \text{finally}^A(\phi) \), compared to the characterization of Section 4.2.2.

\[
\text{finally}^A(\phi) = \mu X.\phi \lor (\text{\bigwedge}_{a \in A} [a] X)
\]

The reason is that if Deadlock-\( m_i \) evaluates to \( T \), then \( \text{min}(X. \Phi | [A] X) \) might evaluate to \( T \) even if \( \Phi \) does not hold. To obtain the original meaning of \( \text{finally}^A(\phi) \), which was that \( \phi \) must finally hold along all paths in \( A \), we exclude the
unwanted scenario. Thus the property corresponding to $\text{finally}^{\neg L_i}(\phi)$ is

$$\text{Finally-m}_i(\Phi) \& \neg \text{CanHoldUntilDead-m}_i(\neg \Phi)$$

where

$$\text{prop Finally-m}_i(\Phi) = \min(X. \Phi \mid [\text{ProgressActions-m}_i]X);$$

$$\text{prop CanHoldUntilDead-m}_i(\Phi) = \min(X. (\Phi \& \text{Deadlock-m}_i) \mid (\Phi \& [\text{ProgressActions-m}_i]X));$$

Formula $\neg \text{CanHoldUntilDead-m}_i(\neg \Phi)$ ensures that there is no path on which $\neg \Phi$ (written $\neg \Phi$ with CWB’s notation) holds until it deadlocks.

**Always predicate** Another predicate, $\text{always}^{(\neg)}(\phi)$, leads us to introduce the set $\text{Compl-change-x-m}_i$, equal to $\text{ProgressAction-m}_i$ bereft of the actions in $\{'\text{change-x-v-out-m}_i \mid v \in \text{dom}(x)\}$.

$$\text{prop Always-x-m}_i(\Phi) = \max(X. \Phi \& [[\text{Compl-change-x-m}_i]X);$$

**Observational Determinism** Observational Determinism requires that trace indistinguishability holds whenever the initial stores are L-equivalent.

$$\text{prop ObervationalDeterminism} = [[\text{init-m}_1]][[\text{init-m}_2]]((\Lambda_{x \in \text{Var}_L} \text{Eq-x}) \Rightarrow (\Lambda_{x \in \text{Var}_L} \text{TraceInd-x}));$$

where $\text{TraceInd-x}$ is defined using all properties seen until now:

$$\text{prop TraceInd-x} = \max(R. \text{Always-x-m}_1(\ulptext{[BeginChangeLowActions-m}_1][\text{output-end-change-m}_1]\text{Finally-m}_2(\text{Eq-x}) \& \neg \text{CanHoldUntilDead-m}_2(\neg \text{Eq-x}) \& \text{Always-x-m}_2(\uptext{[BeginChangeLowActions-m}_2][\text{output-end-change-m}_2](\text{Eq-x} \& R)) );$$

5.2.6 Results

We have model checked the programs of Section 3.6.3 for observational determinism. They are correctly accepted or rejected (i.e. we have the same results as in Table 3.1, on page 40). Moreover results are given within a few seconds.

We leave as future work to model check observational determinism for a larger store and more complex programs. The encoding of commands needs to be changed if we consider other variables than booleans. More complex stores or programs might give rise to state space explosion, that hampers the use of model checkers to verify properties (we have this problem with eager trace invariance, thus it will be discussed in the next section).
5.3. MODEL CHECKING OF EAGER TRACE INVARIANCE

Our results show the feasibility of our approach: to recast verification of Non-Interference for multi-threaded programs as a model checking problem. In particular, they confirm that this can be achieved using self-composition.

5.3 Model checking of eager trace invariance

The CWB model of our program semantics for eager trace invariance is almost the same as the model for observational determinism, therefore we will only specify in what the two models differ. In particular, we will not describe how we have implemented the commands.

5.3.1 Implementation of the store

The modal $\mu$-calculus characterization of eager trace invariance does not use any $\text{eq}_x$ predicate. Thus we do not need the

\texttt{`output-value-$x$-$v$-$m$}

actions anymore, which had been introduced for observational determinism.

The set of internal actions is

\[
\text{set InternalActions-m}_i = \\
\{ \text{read-$x$-$v$-$m$}, \text{write-$x$-$v$-$m$} \mid x \in \text{Store} \land v \in \text{dom}(x) \} \cup \\
\{ \text{takeLock-m}_i, \text{releaseLock-m}_i \};
\]

and the agents of the store are defined as follows:

\[
\text{agent } X_v-m_i = \text{`read-$x$-$v$-$m$}.X_v-m_i + \\
\{ \text{write-$x$-$v_j$-$m$}.X_v_j-m_i \mid v_j \in \text{dom}(x) \}
\]

5.3.2 Different action labels

The actions corresponding to the labelled transitions are different in the two characterizations. We still need to duplicate actions in a “begin” and a “end” action. We also need to know if the “begin” action is a low or high action. Therefore we define the sets $\text{ProgressLowActions-m}_i$ and $\text{ProgressHighActions-m}_i$ as

\[
\text{set ProgressLowActions-m}_i = \\
\{ \text{`output-begin-write-$x$-$value$-$v$-$m$} \mid x \in \text{Store}_L \land v \in \text{dom}(x) \} \cup \\
\{ \text{output-end-write-m}_i \} \cup \\
\{ \text{output-begin-read-low-m}_i \} \cup \\
\{ \text{output-end-read-$x$-$value$-$v$-$m$} \mid x \in \text{Store}_L \land v \in \text{dom}(x) \}
\]

\[
\text{set ProgressHighActions-m}_i = \\
\{ \text{`output-begin-write-$x$-$value$-$v$-$m$} \mid x \in \text{Store}_H \land v \in \text{dom}(x) \} \cup \\
\{ \text{output-end-write-m}_i \} \cup \\
\{ \text{output-begin-read-high-m}_i \} \cup \\
\{ \text{output-end-read-$x$-$value$-$v$-$m$} \mid x \in \text{Store}_L \land v \in \text{dom}(x) \}
\]

5.3.3 Abstracting high actions in modalities

Formula $mimic_{3,1}$ introduced in Section 4.3.4 uses modalities $\langle\langle a_l \rangle\rangle_H$ and $[a_l]_H$ that abstract away from high actions. We have to rewrite these formulae in the more standard modal $\mu$-calculus language of CWB, i.e. with basic and weak modalities only. We use $begin(a_l)-m_i$ and $end(a_l)-m_i$ to denote the two actions belonging to $\text{ProgressLowActions-m}_i$ that correspond to $a_l$ (for instance, 'output-begin-write-x-value-v-m_i and output-end-write-m_i'). Property $\langle\langle a_l \rangle\rangle_H \phi$ can be expressed for model $m_i$ as

$$\text{Possible-High-m}_i( \langle\langle \text{begin}(a_l)-m_i \rangle\rangle \langle\langle \text{end}(a_l)-m_i \rangle\rangle, \text{Possible-High-m}_i)$$

and $[a_l]_H \phi$ as

$$\text{Always-High-m}_i( [\langle\langle \text{begin}(a_l)-m_i \rangle\rangle \langle\langle \text{end}(a_l)-m_i \rangle\rangle \text{Always-High-m}_i( \text{Possible-High-m}_3( \langle\langle \text{begin}(a_l)-m_3 \rangle\rangle \langle\langle \text{end}(a_l)-m_3 \rangle\rangle \text{Possible-High-m}_3(\text{R})) ) )$$

where $\text{Possible-High-m}_i$ and $\text{Always-High-m}_i$ are defined as follows:

$$\text{prop Possible-High-m}_i(\Phi) = \min(Y. \Phi | \langle\langle \text{ProgressHighActions-m}_i \rangle\rangle \langle\langle \text{ProgressHighActions-m}_i \rangle\rangle Y);$$

$$\text{prop Always-High-m}_i(\Phi) = \max(Y. \Phi & [\langle\langle \text{ProgressHighActions-m}_i \rangle\rangle \langle\langle \text{ProgressHighActions-m}_i \rangle\rangle \text{Y});$$

These two formulae take into account the fact that actions come by pairs (a “begin” and a “end” action). That is why we always have two successive weak modalities.

We are now ready to express $mimic_{3,1}$ for our CWB model, using the expressions given above for $\langle\langle a_l \rangle\rangle_H \phi$ and $[a_l]_H \phi$.

$$\text{prop Mimic-m}_3-m_1 = \max(R. \bigwedge_{a_l \in \text{L-actions}} \text{Always-High-m}_1( [\langle\langle \text{begin}(a_l)-m_1 \rangle\rangle \langle\langle \text{end}(a_l)-m_1 \rangle\rangle \text{Always-High-m}_1( \text{Possible-High-m}_3( \langle\langle \text{begin}(a_l)-m_3 \rangle\rangle \langle\langle \text{end}(a_l)-m_3 \rangle\rangle \text{Possible-High-m}_3(\text{R}))) )$$

5.3.4 Eager trace invariance

We conclude with the eager trace invariance property.
5.3. MODEL CHECKING OF EAGER TRACE INVARIANCE

\text{prop EagerInv} = \text{[init-m1][init-m2] Phi;}

\text{prop Phi} = \text{max} (S. \left< \text{init-m3} \right> \text{Mimic-m3-m1}) \& \\
\left( \bigwedge_{a_h \in \text{L-Actions}} \left[ \text{begin}(a_h)\text{-m1} \right][\text{end}(a_h)\text{-m1}]S \right) \& \\
\left( \bigwedge_{a_h \in \text{L-Actions}} \left[ \text{begin}(a_h)\text{-m2} \right][\text{end}(a_h)\text{-m2}] \left< \text{init-m3} \right> \left< \text{end}(a_h)\text{-m3} \right> \text{Psi} \right) \& \\
\left( \bigwedge_{a_l \in \text{L-Actions}} \left[ \text{begin}(a_l)\text{-m1} \right][\text{end}(a_l)\text{-m1}] \left[ \text{begin}(a_l)\text{-m2} \right][\text{end}(a_l)\text{-m2}] \left< \text{init-m3} \right> \left< \text{end}(a_l)\text{-m3} \right> \text{Psi} )

\text{prop Psi} = \text{max} (S. \left< \text{init-m3} \right> \text{Mimic-m3-m1}) \& \\
\left( \bigwedge_{a_h \in \text{L-Actions}} \left[ \text{begin}(a_h)\text{-m1} \right][\text{end}(a_h)\text{-m1}]S \right) \& \\
\left( \bigwedge_{a_h \in \text{L-Actions}} \left[ \text{begin}(a_h)\text{-m2} \right][\text{end}(a_h)\text{-m2}] \left< \text{begin}(a_h)\text{-m3} \right> \left< \text{end}(a_h)\text{-m3} \right> S \right) \& \\
\left( \bigwedge_{a_l \in \text{L-Actions}} \left[ \text{begin}(a_l)\text{-m1} \right][\text{end}(a_l)\text{-m1}] \left[ \text{begin}(a_l)\text{-m2} \right][\text{end}(a_l)\text{-m2}] \left< \text{begin}(a_l)\text{-m3} \right> \left< \text{end}(a_l)\text{-m3} \right> S \right)

5.3.5 Results

We failed to have results for eager trace invariance (checking property EagerInv takes too much time). This is due to the so-called state space explosion problem. Model checking algorithms are resource consuming, both in terms of CPU time and memory. This can be caused by the size of the state space and the nesting depth of the formula that is checked. Here, we have both a large state space and a high nesting depth.

First, we use a triple program model to model check eager trace invariance, whereas we only need a double program model to model check observational determinism. This increases the total number of states. Note that we consider only very tiny examples, with a store limited to a few variables. The size of the state space would be larger for "real-life" examples.

Next, we use fixed point operators to abstract away from high actions in the Possible-High-mi() and Always-High-mi() formulae. This increases the nesting depth of the whole formula.

Finally, formula Phi and formula Psi are composed of many conjunctions. We believe that this branching, combined with the looping due to the maximal fixed point, causes the explosion.
Chapter 6

Conclusion

We have re-expressed several proposals for Non-Interference for multi-threaded programs found in the literature over a uniform program model. This model supports both state-based and action-based definitions.

We have divided the definitions in two groups: possibilistic and probabilistic definitions. Possibilistic definitions are weaker, since they do not consider probabilistic attacks. However, some probabilistic definitions require the scheduling policy to be specified, while most applications are not intended for a particular scheduling policy.

Most proposals are not compositional, since requiring that programs are secure under composition leads to reject too many of them. However, we have seen examples that do not even allow the composition of two threads which handle only low variables. Therefore, it might be useful to consider an alternative notion of compositionality, where two secure threads can always be safely combined if this does not create interference of high variables.

We have compared the different proposals with respect to a set of examples. State-based and action-based definitions have different granularities. The definition given in terms of probabilistic bisimulation both considers probabilistic attacks and seems to match our intuition of secure information flow best. An important result is that all proposals are incomparable.

We have proposed a characterization for observational determinism and eager trace invariance in modal \( \mu \)-calculus, and proved the first one correct. Our characterizations use self-composition. We have encoded our program model in CCS and used the Concurrency Workbench to automatically verify Non-Interference for a set of examples. Our results confirm the feasibility of this method.

In this text, we check Non-Interference on self-composition. An alternative approach, also based on model checking, was presented in recent work by Alur et al. ([1], 2007). They enrich the traditional tree models for model checking with jump-edges that capture the notion of observational indistinguishability. They extend traditional logics, CTL and modal \( \mu \)-calculus, so that they can be interpreted over
these enriched structures (called equivalence graphs) and present model checking algorithms. These logics allow them to reason about the existence of another execution which has a different observational behaviour. In particular, they give a formulation of Non-Interference which resembles non-stuttering observational determinism, a variation of observational determinism we have presented in this text, which we found is actually too strong for concurrent programs. Since their method is based on observational indistinguishability, it might not be possible to use it for other proposals. Moreover, it requires to implement new model checking algorithms. Nevertheless, it provides an alternative approach to self-composition.

Future work Each proposal for Non-Interference has its limitations. We have not found one that matches our intuition of secure information flow perfectly. Our program model can be used to propose a definition of Non-Interference as close as possible to our intuition, possibly borrowing from the proposals that we have reformulated.

It would be interesting to characterize and verify other security properties by means of temporal logic. Integrity, the dual of confidentiality, specifies how private data cannot be changed by public actors (i.e. it prevents from malicious and accidental altering of data). A characterization for integrity is likely to require a logic as expressive as for confidentiality. Thus our approach could be extended to this property as well.

Finally, we have not been able to characterize any of the probabilistic Non-Interference properties with the traditional temporal logics. An active area of research focusing on bisimulations has led to the development of a set of tools to reason about bisimulations. Such tools could be used to enforce Non-Interference in terms of probabilistic bisimulation. We leave it as future work to find precise and automated techniques for verification of probabilistic Non-Interference properties.
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