Gated Classifiers: Boosting under High Intra-Class Variation

Oscar Danielsson, Babak Rasolzadeh and Stefan Carlsson
School of Computer Science and Communications
KTH, Stockholm, Sweden
{osda02,babak2,stefanc}@csc.kth.se

Abstract

In this paper we address the problem of using boosting (e.g. AdaBoost [7]) to classify a target class with significant intra-class variation against a large background class. This situation occurs for example when we want to recognize a visual object class against all other image patches.

The boosting algorithm produces a strong classifier, which is a linear combination of weak classifiers. We observe that we often have sets of weak classifiers that individually fire on many examples of the target class but never fire together on those examples (i.e. their outputs are anti-correlated on the target class). Motivated by this observation we suggest a family of derived weak classifiers, termed gated classifiers, that suppress such combinations of weak classifiers. Gated classifiers can be used on top of any original weak learner.

We run experiments on two popular datasets, showing that our method reduces the required number of weak classifiers by almost an order of magnitude, which in turn yields faster detectors. We experiment on synthetic data showing that gated classifiers enables more complex distributions to be represented. We hope that gated classifiers will extend the usefulness of boosted classifier cascades [29].

1. Introduction

Nonlinear classification of high dimensional data is a challenging problem. While designing such a classifier is difficult, boosting learning methods provide an effective stage-wise approach. Freund and Schapire showed that if weak classifiers can perform better than chance on every distribution over the training set, AdaBoost can provably achieve arbitrarily good generalization bound [7]. Perhaps the most demonstrating paper in applications of AdaBoost for detection discriminance is still the famous paper by Viola and Jones, showing how AdaBoost can create the ideal building-blocks for a cascade of strong classifiers for the task of object detection [29].

However, despite the great success that AdaBoost (and its descendant algorithms) has seen in both theory and application, using AdaBoost to classify a target class with significant intra-class variation against a large background class remains a very challenging problem. For example, if viewpoint variation is introduced into the problem of face detection, the method of Viola and Jones can no longer be used out of the box. Figure 1 illustrates the problem. AdaBoost will learn a linear combination of weak classifiers that are common on the target class, resulting in a model that gets increasingly “blurry” with more intra-class variation. The problem is that eventually combinations of weak classifiers that never occur together on any example of the target class will generate false positives. For example, in figure 1(a), two different weak classifiers represent pairs of eyes in different locations and having two pairs of eyes gives higher face score than having only one pair of eyes.

In this paper we propose a way of directly addressing this problem within the AdaBoost framework. We term our solution gated classifiers. The main idea is that after a number of rounds of AdaBoost training, when we have such a “blurry” model of our target class, it would be instrumental to make available to the learner a derived family of weak classifiers that are able to suppress such combinations of already learnt weak classifiers that cause false positives. Gated classifiers are built by combining sets of already learnt weak classifiers using networks of logic gates and can be regarded as a singular (primitive) weak classifier within the boosting framework. Thus the conditions of the AdaBoost convergence proof [7] are not violated. On top of that, gated classifiers are easy to implement and will only require small changes to any existing AdaBoost code. We will argue in this paper that gated classifiers increase the ability of the strong classifier to handle intra-class variation while keeping it compact and efficient and with a minimal increase in the risk of over-fitting.

There are of course many other ways of dealing with intra-class variation. Some examples include: (1) training separate detectors for different subsets of the target class or training detector pyramids [15], (2) constructing image features that better separate the target class from the back-
Numerous variants of the AdaBoost algorithm have appeared in the past decade. Some examples include FloatBoost [14], BrownBoost [6, 4], regularized AdaBoost [25], WeightBoost [11], EntBoost [13], KLBoost [16], Jensen-Shannon Boost [10] and WaldBoost [26]. Some versions of boosting address issues with applications of boosting in specific cases. For instance one limitation of AdaBoost arises in the context of skewed example distributions and cascaded classifiers: AdaBoost minimizes a quantity related to classification error rather than the number of false negatives, which typically has a hard upper bound when training a cascaded classifier. To address this problem Viola and Jones introduced AsymBoost [28], which gives higher penalties for false negatives than does standard AdaBoost.

However, despite this immense body of literature on boosting, we have only found a few works aiming at a generic treatment of the problem of high intra-class variation (these are mentioned below). It seems like the common approach is instead to deal with intra-class variation individually for each specific classification task by including tailored features. For example Corso [2] adds a new class of hierarchical, adaptive features into boosting-based discriminative models. In the same spirit Laptev move from Haar features to HOG features [12] and Opelt et. al. use boundary fragments [19].

One generic way of handling intra-class variation is to exploit dependencies in the data (i.e. different feature values will be co-dependent). The most common example is probably to use decision trees instead of decision stumps as weak classifiers. In [20] the authors use relative spaces to deal with the problem of large intra-class variation, and boost a set of Fischer Linear Discriminant weak classifiers to a final strong classifier. This way they claim to be able to handle co-dependencies by partitioning the training data into sub-categories. Mita et al. [17] quite explicitly utilize Haar feature co-occurrences in order to extract structural similarities. A very similar approach is taken by Yamauchi et al. [30], with the increment that they have co-occurrence probability features instead of binary features, i.e. they utilize RealBoost instead of AdaBoost for the boosting part. In [18] authors create joint-features handling co-occurrences with two-stage boosting; multiple low-level HOG features are combined by using RealBoost.

These methods essentially capture high-order feature occurrence statistics (typically co-occurrences) and are generic in the sense that they can be used with any feature set. However, they all use sets of co-occurring features to build weak classifiers of increasing specificity. In the limit this paradigm approaches template matching, which is known to have problems with detection efficiency and generalization (over-fitting).

In contrast, our gated classifiers have a completely different way of handling intra-class variation. Instead of combining features to build increasingly specific weak classifiers, we combine already learnt weak classifiers that are anti-correlated to construct new weak classifiers that are optimal at correcting the errors (false positives) of the current strong classifier. We argue that we thus increase the ability of the classifier to handle intra-class variation while maintaining a compact and efficient classifier and a low risk of over-fitting.
3. AdaBoost

To define the basic notation we describe the AdaBoost algorithm, closely following Freund and Schapire [7], in listing 1. The input to the learner is a set of training examples \( \{(x_i, y_i) | i \in I\} \), where \( x_i \in X \) is a feature vector and \( y_i \in Y = \{0, 1\} \) is the corresponding label. The algorithm maintains an importance distribution over the training examples and \( D_t(i) \) denotes the weight on the \( i \)th example at round \( t \). The classification function of the strong classifier, \( H(x) = \sum_{t=1}^{T} \alpha_t h_t(x) \), is a linear combination of the classification functions of the weak classifiers. The classification function is thresholded to determine class membership.

**Algorithm 1 AdaBoost**

```
Require: \( \{(x_i, y_i) | i \in I\}, T \)
Initialize \( D_1(i) = 1/|I| \)
for \( t = 1 \) to \( T \) do
    Train \( h_t: X \to Y \) using distribution \( D_t \)
    Choose \( \alpha_t \in \mathbb{R} \)
    \( D_{t+1} \leftarrow \text{update weight distribution} \)
end for
return \( \{\alpha_1, \ldots, \alpha_T\}, \{h_1, \ldots, h_T\} \)
```

The goal of the weak classifier \( h_t \) is to minimize the weighted classification error, \( \epsilon_t \):

\[
\epsilon_t = P_{x \sim D_t} (h_t(x) \neq y_t) = \sum_{i \in I | h_t(x_i) \neq y_i} D_t(i) \quad (1)
\]

In practice this typically boils down to: (1) defining a large pool of candidate classifiers, (2) evaluating \( \epsilon_t \) for each candidate classifier in the pool and (3) selecting the one that yields the smallest error. Candidate classifiers are typically “simple”, i.e. they are defined by very few parameters and have very limited representational flexibility. This decreases the risk of over-fitting. A common choice of classifier is the decision stump (a decision tree with unit depth).

The strong classifier captures first-order statistics of weak classifier responses. In cases where the target class exhibits significant intra-class variation and the background class “interferes” with the target class in the relevant feature space, first-order statistics may not be sufficient to separate the target class from the background. We will give an example of this in the next section and suggest a simple solution.

4. Gated Classifiers

In this section we will use a toy example to motivate why first-order weak classifier occurrence statistics may not be sufficient to capture target classes with significant intra-class variation. We then suggest a solution, which we term gated classifiers. Gated classifiers extend any existing pool of candidate classifiers and capture high-order occurrence statistics of previously learnt weak classifiers. In addition, they are easily implemented in hardware.

4.1. A Motivating Example

In figure 2 we have a number of training examples represented in a 2D feature space. We also have a pool of two weak classifiers, \( h_1 \) and \( h_2 \), each having a region in feature space which it classifies as positive. We see that there is no way to linearly combine \( h_1 \) and \( h_2 \) so that the negative examples in the center and the positive examples get correctly classified. However, \( h_1 \) and \( h_2 \) are strongly correlated on the negative examples, while being anti-correlated on the positive examples. It would thus make sense to add a new weak classifier that classifies an example as negative if it activates both \( h_1 \) and \( h_2 \) and as positive otherwise. We define the new classifier as \( h_3(x) = \neg(h_1(x) \land h_2(x)) \); \( h_3 \) captures second-order weak classifier occurrence statistics.

This type of situation arises whenever we have two weak classifiers that are likely to occur on an object of the target class but never occur together. Some examples include: (1) the arm of a pedestrian may be raised or lowered but not both at the same time, (2) the handle of a mug may be round or square but not both and (3) a face may be brighter or darker than the background but not both.

4.2. Definition

In this section we will define three different types of gated classifiers, which we have used in our experiments. We stress, however, that other types of gated classifiers can be defined similarly and that networks of gated classifiers can easily be constructed.

**NAND-classifier** In the previous section we constructed a weak classifier that suppressed examples where a pair of previously learnt weak classifiers co-occurred. This is an example of a NAND-classifier. However, there is no reason to restrict the definition to pairs. We could also suppress examples where some larger subset of previously learnt weak
classifiers co-occur. We thus define a NAND-classifier to classify as negative all examples where some subset of previously learnt weak classifiers co-occur:

\[ h_{\text{NAND}}(x) = \neg(h_{j_1}(x) \land \ldots \land h_{j_n}(x)) \] (2)

where \( j_1, \ldots, j_n \in \{1, \ldots, t-1\} \) and \( t \) is the current round of boosting.

**XOR-classifier** The XOR-classifier is strongly related to the NAND-classifier and simply adds a requirement that at least one of the classifiers \( h_{j_1}, \ldots, h_{j_n} \) is activated.

\[ h_{\text{XOR}}(x) = \neg(h_{j_1}(x) \land \ldots \land h_{j_n}(x)) \land (h_{j_1}(x) \lor \ldots \lor h_{j_n}(x)) \] (3)

**Tautology and falsum** We also define two trivial classifiers: the tautology classifier \( h_a(x) = 1 \) and the falsum classifier \( h_b(x) = 0 \). While these classifiers do not affect the contrast between the values of the classification function for positive and negative examples, they do play a role in the training phase. If the weight distribution gets too uneven toward either positive of negative examples, one of these classifiers will get selected and then examples will get re-weighted so that unevenness is reduced. The classifier is not saved during training since it does not affect the classification performance.

**4.3. Learning**

In this section we turn our attention to learning a NAND- or XOR-classifier. These classifiers are constructed by combining a subset of the weak classifiers that were already selected (i.e. at round \( t \) of boosting we have \( t-1 \) weak classifiers to select from). The most direct approach to selecting the optimal classifier would be to evaluate all possible such classifiers and select the best one. However, there are \( 2^{t-1} - (t-1) - 1 = 2^{t-1} - t \) possibilities (all subsets of cardinality \( \geq 2 \) of previously learnt weak classifiers). So exhaustive enumeration will in general be impossible. A reasonable strategy is then to enumerate all small gated classifiers, i.e. enumerate all subsets containing \( \leq n \) weak classifiers (where \( n \) is chosen so that exhaustive enumeration is possible).

We can also incrementally extend a given NAND- or XOR-classifier. Take a NAND-classifier as an example (the XOR-classifier case is analogous). Refer to figure 3 and assume that we have classifier \( h_a(x) = \neg(h_{j_1} \land \ldots \land h_{j_n}) \) and let \( I_a^- = \{ i \in I | h_a(x_i) = 0 \} \) be the set of all training examples that are classified as negative by \( h_a \). Then let \( h_b(x) = \neg(h_{j_1} \land \ldots \land h_{j_n} \land h_{j_{n+1}}) \) be the classifier we get by appending \( h_{j_{n+1}} \) to \( h_a \) and let \( I_b^- = \{ i \in I | h_b(x_i) = 0 \} \) be the set of all training examples that are classified as negative by \( h_b \). Obviously \( I_a^- \subseteq I_a^+ \). We can now define the set of training examples that were classified as negative by \( h_a \) but are classified as positive by \( h_b \): \( \Delta I^+ = I_a^- \setminus I_b^- = \{ i \in I^- | h_{j_{n+1}}(x_i) = 0 \} \). All positive examples in this set will now get correctly classified while the negative examples will get incorrectly classified. The classification error thus changes as follows:

\[ \Delta \epsilon = \sum_{\{i \in \Delta I^+, y_i = 0\}} D_t(i) - \sum_{\{i \in \Delta I^+, y_i = 1\}} D_t(i) \] (4)

We can now define a simple greedy algorithm for learning large NAND- and XOR-classifiers. The first step of that algorithm is to exhaustively enumerate all small NAND- and XOR-classifiers, evaluate the classification error of each and select the best. We then loop through all weak classifiers not already used and append the one that yields the smallest \( \Delta \epsilon \). We continue appending more weak classifiers greedily as long as the best \( \Delta \epsilon \) is negative. At each step, we only need to evaluate the new classifier on the examples that were classified as negative by the previous classifier. The size of this set will be monotonically decreasing.

In listing 2 we give the whole AdaBoost algorithm including gated classifiers (compare to listing 1).

Our greedy weak learner will add a complexity term of \( O(t^N) \) at round \( t \) of boosting (where \( N \) is the maximum size of the NAND or XOR classifier). Typically we set \( N = 2 \) or \( N = 3 \). At test time the input to the gated classifier will be the outputs of other weak classifiers that have already been evaluated. So the only computation required to evaluate the gated classifier is the NAND or XOR operation itself.

**Gate Networks** We note that the learning algorithm may generate gated classifiers consisting of more than one gate. This happens when a gated classifier is constructed using at least one other gated classifier. This is illustrated in figure 4.
Algorithm 2 AdaBoost with gated classifiers

Require: \{\{(x_i, y_i)\}_{i \in \mathcal{I}}\}, T

Initialize \(D_1(i) = 1/|\mathcal{I}|\)

for \(t = 1\) to \(T\) do

Train \(h_t : \mathcal{X} \to \mathcal{Y}\) using distribution \(D_t\)

Train \(h_{\text{NAND}} = \bigcap_{j \in \mathcal{J}_1} h_j : \mathcal{X} \to \mathcal{Y}\) where \(\mathcal{J}_1 \subseteq \{1, \ldots, t-1\}\)

Train \(h_{\text{XOR}} = \bigcap_{j \in \mathcal{J}_2} h_j \land \bigvee_{j \in \mathcal{J}_2} h_j : \mathcal{X} \to \mathcal{Y}\) where \(\mathcal{J}_2 \subseteq \{1, \ldots, t-1\}\)

\(h_t^* \leftarrow \text{the best of } h_t, h_{\text{NAND}}, h_{\text{XOR}}\)

Choose \(\alpha_t \in \mathbb{R}\)

\(D_{t+1} \leftarrow \text{update weight distribution}\)

end for

return \(\{\alpha_1, \ldots, \alpha_T\}, \{h_1^*, \ldots, h_T^*\}\)

Figure 4. When boosting with gated classifiers, increasingly complex gate networks may be constructed. In this example \(h_1, h_2\) and \(h_3\) are basic weak classifiers, while \(h_a\) and \(h_b\) are gated classifiers. \(h_0\) uses \(h_a\) as an input and is thus a compound gated classifier. (The final classification function is in this case \(H(x) = \alpha_1 \cdot h_1(x) + \alpha_2 \cdot h_2(x) + \alpha_3 \cdot h_a(x) + \alpha_4 \cdot h_b(x) + \alpha_5 \cdot h_3(x) + \ldots \), where \(h_a(x) = h_1(x) \oplus h_2(x)\) and \(h_b(x) = -h_a(x) \land h_3(x)\)).

5. Experiments

5.1. Experiment 1 - Synthetic data

The goal of the first experiment is to visualize the effects of using gated classifiers. We have generated a sequence of synthetic datasets, containing positive and negative examples represented by 2D vectors. The positive examples are drawn from a gaussian mixture distribution and the negative examples are drawn from a uniform background distribution. We generate a sequence of increasingly difficult datasets by adding more components to the gaussian mixture. Scatterplots of the first four datasets in the sequence are shown in figure 5(a).

We defined a pool of weak classifiers by splitting the \(x\)- and \(y\)-axes into a set of intervals. Each interval \(X_c\) on the \(x\)-axis corresponds to a weak classifier \(h_c(x) = x(1) \in X_c\) and similarly each interval \(Y_r\) on the \(y\)-axis corresponds to a weak classifier \(h_r(x) = x(2) \in Y_r\).

For each dataset in the sequence we apply three different learning algorithms: (1) standard AdaBoost, (2) standard AdaBoost with tautology and falsum classifiers and (3) standard AdaBoost with tautology, falsum, NAND- and XOR-classifiers. In figures 5(b)-5(d) we show heat maps of the classification functions generated by each of the three learners. In figure 5(b), we see that standard AdaBoost stops after only a few rounds because no weak classifier with error better than chance can be found. Adding the tautology and falsum classifiers improves this situation and learning continues until a better representation of the true density is found (figure 5(c)). However we are still not able to suppress the clusters of false positives in the “intersections” of common (but mutually exclusive) weak classifiers. In figure 5(d) we see that adding NAND- and XOR-classifiers gives us this ability.

In figure 6 we plot the area under the ROC curve and the equal error rate for the three different learners on the sequence of datasets. Half of the dataset was used for training and the other half for validation.
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5.2. Experiment 2 - Pedestrians

In this experiment we evaluate the use of gated classifiers in a realistic application: pedestrian detection. We used the NICTA pedestrian dataset [21], which is divided into several subsets. In our experiments we used only training set A, which was split in half for training and testing. Hard negative examples were found by (1) training a few stages of a cascaded classifier, (2) running that over a set of negative images and (3) collecting all false positive detections. In figure 7 we show a few training examples and average images for the positive and negative sets.

We then train an AdaBoost classifier with and without using gated classifiers and at each round of boosting we plot the false positive rate (fpr) at a detection rate (dr) of 0.9 on the test set. The result is shown in figure 8(a). We can see that the fpr drops much faster when gated classifiers are used. In this case a fpr of 0.5 is reached after 291 iterations, while standard AdaBoost requires 2667 iterations. In figure 8(b) we show the ROC curves of both classifiers after 291 iterations.

5.3. Experiment 3 - Faces

In this experiment we evaluate the use of gated classifiers for face detection, using the Feret dataset [23, 22]. We used the same procedure as in the previous experiment, setting half of the training examples aside for testing and mining for hard negative examples by training a few stages of a cascaded classifier and collecting false positive detections from a set of background images. In figure 9 we show a few training examples and average images for the positive and negative sets.

As in the previous experiment we then train an AdaBoost classifier with and without using gated classifiers and at each round of boosting we plot the false positive rate (fpr) at a detection rate (dr) of 0.9 on the test set. The results of this experiment are shown in figure 10(a). We can see that, again, the fpr drops much faster when gated classifiers are used. In this case a fpr of 0.5 is reached after 44 iterations, while standard AdaBoost requires 358 iterations. In figure 10(b) we show the ROC curves of both classifiers after 44 iterations.

6. Discussion and Future Work

In learning situations when the target class has high intra-class variation and positive and negative examples are “mixed” in the feature space, the decision boundary required to solve the problem is complex. In the previous section we demonstrated that such decision boundaries can be impossible (experiment 1) or at least very difficult (experiments 2 and 3) to generate by boosting a “simple” weak
The VC-dimension when using gated classifiers

By adding gated classifiers to our weak learner we make it more flexible and thus we expose ourselves to the risk of overfitting. Luckily, our experiments indicate that overfitting does not occur. In addition we can also compute a theoretical upper bound for the VC-dimension of a gated classifier. This can be used to bound the generalization error when using gated classifiers [7, 27].

To compute an upper bound for the VC-dimension when using gated classifiers we apply Theorem 1 of Baum and Haussler [1]. We can view the gated classifier as a two-layer feed-forward network where the computation units of the first layer are the two basic weak classifiers and the computation unit of the second layer is the logical gate. Let $\mathcal{H}$ be the class of binary functions that can be generated by our basic weak learner (not using gated classifiers) and let $d_{\mathcal{H}} = VCdim(\mathcal{H})$. Then let $\mathcal{F} = \{NAND, XOR\}$. By inspection of the truth-tables of NAND and XOR we see that $d_{\mathcal{F}} = VCdim(\mathcal{F}) = 1$. Thus the sum over all computation units of the VC-dimensions of the classes of functions associated with each unit is $d = 2 \cdot d_{\mathcal{H}} + d_{\mathcal{F}} = 2 \cdot d_{\mathcal{H}} + 1$.

Finally, we let $\Theta(\mathcal{H}) = \{f(h_1, h_2) | f \in \mathcal{F} \land h_1, h_2 \in \mathcal{H}\}$. Baum and Haussler’s Theorem 1 [1] implies that the number of different functions that can be realized by $h_g \in \Theta(\mathcal{H})$ when the domain is restricted to a set of size $m$ is at most $(3 \cdot e \cdot m/d)^d$. If $m \geq 5.5 \cdot d$, then $(3 \cdot e \cdot m/d)^d < 2^m$, which implies that the VC-dimension is smaller than $m$. Thus an upper bound for the VC-dimension when using gated classifiers is $\lfloor 5.5 \cdot d \rfloor = \lfloor 11 \cdot d_{\mathcal{H}} + 5.5 \rfloor$.

Note that in the discussion above we let the learner of gated classifiers select any pair of basic weak classifiers from $\mathcal{H}$, but we actually only search over pairs of already learnt weak classifiers so the true VC-dimension should be significantly smaller than the upper bound.

Alternatives

An alternative method for generically handling high intra-class variation would be to build more specific weak classifiers [17, 30, 18]. In the limit we could have one weak classifier for each positive training example (template matching - i.e. each weak classifier has zero false positive rate and $\epsilon$ detection rate). One problem with this sort of approach is that the number of weak classifiers required to represent the whole class is extremely large, making efficient detection a tough challenge [9]. More importantly, there is also a big risk that even a very large training set does not represent the whole target class (over-fitting).

Hardware implementation

Another advantage of gated classifiers is that they lend themselves readily for hardware implementation, for example using FPGAs. This could be useful for implementing the algorithm onboard cameras and other ubiquitous equipment.

Future work

In future work we will make a more thorough evaluation of generic gated classifiers and also experiment with different feature pools, like HOG-features [3]. It will also be interesting to see if gated classifiers will increase the applicability of AdaBoost and to further explore the theoretical properties of gated classifiers.

7. Conclusion

In this paper we proposed gated classifiers to solve the problem of using boosting to learn target classes with large intra-class variation. We showed experimentally that gated
classifiers reduces the number of weak classifiers required to represent a complex decision boundary by almost an order of magnitude. Gated classifiers are easy to implement and can be used to empower any basic weak learner. In addition, gated classifiers can easily be implemented in hardware, for example using FPGAs. We therefore believe that gated classifiers may find many uses in the computer vision industry.
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